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PREFACE

This volume presents the proceedings of the Space
Communications Institute, and includes the digests and
abstracts of technical papers which were presented at
the Institute.

In an effort to offer advanced technical training
in space science and technology, the University of
Maryland, through the University College and College of
Arts and Sciences, joined with the National Aeronautics
and Space Administration in conducting the Space Com-
munications Institute. The program afforded participants
an opportunity to meet and hear outstanding authorities
in various areas of space communications. These distin-
guished scientists presented the fundamentals, and the
recent developments and modern theoretical methods in
the field.

The Institute was designed to give scientists and
engineers working in one particular specialized field
an opportunity to gain a limited theoretical working
knowledge in neighboring fields and to inform them of
new principles in related fields. Persons involved in
the solution of complex space communications problems
were given an opportunity to acquire selective basic
knowledge condensed from large subject areas. The In-
stitute was further designed to provide a fertile ground

for the lively interchange of ideas between the participants.
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INTRODUCTION

A NEW APPROACH
by
F. J. Tischer

"Space Communications," in a wider sense of this term,
deals with all operations in space science and engineering
where radio is involved. With this definition, radio and
radar astronomy, telemetry, communication by radio links,
tracking, radio navigation and guidance, and space explora-
tion by radio belong in this category of space work. The
theoretical fundamentals of all these subjects areas, 235 far
as radio is concerned, are the same.

Looking at these subject areas from this point of view
is somewhat unusual. According to the usual concept, scien-
tists and engineers are educated and trained in the fundamen-
tals of these subject areas first disregarding radio; radio,
as a means for carrying out the operations, is introduced
later as a special case. According to the concept of the
Institute, we consider radio communications as the primary
subject, and the applications, such as astronomy, tracking,
navigation, etc., as special cases in a secondary phase of
the consideration. According to this concept, the consider-
ations attain the form of a multidisciplinary activity.

Based on this concept, the Institute brought together
scientists and educators specialized in the above subject

areas to present and to discuss the common fundamentals and



topics of their specialization. The material of the lectures,
modern fundamentals as well as specialized topics, was care-
fully selected from the viewpoint of its usefulness for space
work.

The fundamentals common for the subject areas of Space
Communications were presented in lectures on electromagnetics,
wave propagation, antennas, and communication and information
theory.

The specialized topics were presented in groups. Radio
astronomy, wave propagation in and properties of the atmos-
phere, ionosphere, and particle belts were the topics of one
of these. Sophisticated coding schemes and decision detection
formed another group of lectures. Communication by light
beams, made practical by the use of lasers, and related phe-
nomena, specific cases of wave generation, transmission, and
detection, tracking, and a comparison of satellite communica-
tion systems were presented in other groups as indicated in
the table of contents.

The basic concept of the Institute, if strictly carried
through, leads to a new type of specialization which, as a
complement to the common type, has become necessary in deal-
ing with complex space problems.

The new type of specialist of Space Communications has
a thorough knowledge and working ability in the radio- and
communication-theoretical areas with a broad knowledge in
their application to space work in the various subject areas
listed at the beginning. These specialists complement scien-

tists and engineers which have a knowledge and working




ability narrowly specialized with regard to specific appli-

cations such as astronomy,

navigation, communication, etc.

Scientists and engineers with the new type of specialization

are highly in demand for work dealing with the overall opera-

tion of communication systems, for the related analysis work,

and for optimization studies.

The multidisciplinary
such an Institute requires
ence and by exploration of
be gained. Also from this

tremely valuable.

approach followed in setting up
new methods which only by experi-
the reaction of the audience can

viewpoint, the Institute was ex-
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FUNDAMENTAL LECTURES
ELECTROMAGNETICS AND ANTENNAS
by Roger F. Harrington.
I. Waves

Let us begin with Maxwell's equations as they apply in vacuum:

pr?:-g—f (1) v:-®=0 (3)
Vx§=1—2% (2) v-B=0 (%)
c

where ¢ is the 'velocity of light. The field quantities ¥ (electric intensity)

and B (magnetic induction) are measurable by & test charge q according to the
Lorentz force law

;=q(E+ v x B) (3)

vhere v is the velocity of q. If we take the curl of (1) and substitute from (2),

we have o

VxVxE-- }—2- a—g (6)

¢ dt
- >

An application of the vector identity Vx V x E = v(v . f) - VQE gives the usual
wave equation

Aol FE

g-1 2E (7)
c ot

where V2 is the Laplacian operator. Analogous operations on (1) to (%) give

72

2

o
@

(8)

Wy
[

omll—r
ol

ot
Hence, both E and _ﬁ satisfy the vector wave equation in vacuum.

To illustrate the simplest type of wave, consider an electric field which
has only one component, say an x component, and is a function only of time and

of z (perpendicular to x). Equation (7) then reduces to

X 9)




This is a one-dimensional wave equation which has two independent solutions
E = £(t - z/c) + gt + z/c) (10)

where f and g are arbitrary functions. The first term of (10) represents a wave
traveling in the +z direction with no change in shape, and the second term represents
a wave traveling in the -z direction with no change in shape.

let us now restrict consideration to sinmsocidally time-varying gquantities

according to the usual convention

-

- Jut >

Einsta.nta.neous = Re(e Edomplex) (12)
where w is the angular frequency, j = /-1 , and Re designates "Real part of."
Now (7) reduces to

2
V2§+2§§=0 (12)
(o4

which is the Helmholtz equation. The complex field representing waves of the type

(10) 1s then

Ex = A e-J(U/C)Z + B ej(m/c)z (13)

which, according to (11), represent waves

(5) = A cos w(t - z/e) + B cos w(t + z/c) (1%)
instantaneous
By making A and B complex, an arbitrary phase can be included. The distance over
which one cyclé of the wave exists is called the wavelength
[A)

A=2n2 (15)

and the commonly occuring parsmeter w/c is called the wavenumhber

k = (16)

olg
~I¥

S0 far we have been considering only the simplest type of wave. Suppose
we ask: What is the most general time-hsrmonic wave propegating (traveling) in
one cartesian direction (say the z-direction) which is independent of the other
two directions (x and y)? It is found that such a wave (called a uniform plane



wave) must be transverse to z (the direction of propagation) and of the form

e-sz

T=(Tsx +3’Ey) (17)

>
If Ey = 0, then E, points in the x direction at all times, and we

instantaneous
have a wave that is linearly polarized in the x direction. If Ex and Ey are

complex but have equal phases, the wave is still linearly polarized in some
direction intermediate between x and y. If EX and E_ are complex, equal in
magnitude, and 90o out of phase, then lines of ii

instantaneous
in space with angular frequency w. Such a wave is said to be circularly polarized.

rotate uniformly

More generally, a wave may rotate nonuniformly if Ex and Ey are not in phase,

and such waves are said to be elliptically polarized.

If we consider waves traveling in opposite directions we obtain the phenomena
of wave interference. The waves may add at some points in space and cancel at

other points, forming a standing wave pattern. The simplest type of standing

wave is that consisting of two equal but oppositely traveling waves

E = A(e_jkz + e+jkz) (18)
which represents the instantaneous field
(Ex) = 2A cos kz cos wt (19)
instantaneous
Such a wave has complete nulls at kz = nn/?, n=+1, +3, +5, ... Partial

standing waves have minima and maxima stationary in space, but not complete
cancellation.

Standing waves commonly occur whenever a wave is reflected by a material
object. The simplest type of reflection is that of a uniform plane wave
normally incident on a plane conductor. The reflected wave must be equal in
amplitude to the incident wave, and of phase such that E = O at the conductor

surface. Hence, for a conductor covering the z = 0 plane,

E =E sin kz (20)
X max

if the incident wave is x polarized. If the incident uniform plane wave travels
at an angle @ with respect to the direction perpendicular to the conductor, it is

reflected at the same angle © to the other side of the normal. If the conductor




is of finite size and irregular shape, the wave is scattered in many directions
producing standing waves near the conductor. The solution in such a case is usually
a difficult boundary-value problem.

If four plane conductors are arranged in the form of a hollow metal tube of
rectangular cross section, a simple combination of two plane waves represents a
possible field. With conductors covering the planes x = 0, x =18, y = 0, and
y = b, this solution is

_ . ¥y -JBZ
E = A sin (x b) e (21)
where
wc
B =k 1 - e (22)

is the phase constant. Equation (21) represents a wave propagating down the tube
whenever £ is real. According to (22), B is real only when

b > (23)

eld
n
ol

that is, when b is greater than a half wavelength. Assuming b > a, the above
solution represents the dominant mode of the tube (called a wa.vegl_lide), with
propagation at lower frequencies than any other modes (called higher-order modes).
Hence, a waveguide acts as a low-pass filter, propagating waves only when (23)

is satisfied. Metal tubes of arbitrary cross section behave similarly, but
present more difficult methematical problems.

IT. Radiation

So far we have talked of waves as existing, with no consideration of their
sources. An electric current J and its associated charge p represent the source
of an electromagnetic field. It enters into Maxwell's equations according to

3y
1 OE > >
vx3B= i nJ (24) V- E-=ofe (25)

with the other two, (1) and (4), being unchanged. Here e, and u_ are the
permittivity and permeability of vacuum, chosen as

By = by x 1077 € = 5 (26)




for the MKS system of units. The Helmholtz equation (12) now becomes the
inhomogeneous equation

PR+ KF = Jon T+ i— o (27)
o
from which the complex E'must be determined.

Rather than solve (27) directly, it is convenient to introduce a vector
potential K such that

B=vxZk (28)

2
FE=-juk + 9w - 1) (29)
Jw
The equation for.K is then found to be

PE R = T (30)

>

which is simpler to treat than (27) because rectangular components of A
> >

depend only on the corresponding rectangular components of J. For J in

unbounded space, the solution to (30) is given by

» > e-jkr

A= LJ.OJ —W drt (31)

which is an integral over all 3. Hence, for any problem in which the electric
currents are known everywhere in space, we have a solution given by (28), £29),
and (31).

The simplest type of source is the current element, of strength I over an
incremental distance £. In this case the integrand of (31) is an impulse

function, giving

R (52)

.

The product If is called the moment of the source. Equatioms (28) and (29) are
-

most easily evaluated in spherical coordinates, chosen such that IZ is at r = 0O

and in the polar direction (@ = 0). The result is then




u I8 . 2

o) -Jkr ,c <
E e (5 + —=) cos 0 (33)
T 2 r2 ,jwr3

u I2 2

o) -jkr JJw ¢ c .
E. = e (__. + —= + ) sin © (3"")
2] 3 T rE ,jur3

uw I2 .
]3¢ = —Eﬂ— o Ik (j—: + ié) sin @ (35}

This is a rather complicated result, but can be understood when viewed in
parts. Very close to the current element, the 1/r3 terms dominate, and
represent the electrostatic field from a charge dipole. The dominant

1/1'2 term in B represents the magnetostatic field of a current element. The
associated 1/r2 terms in E are the induction field of the current element,
obtainable by neglecting the displacement current. At large r, the l/r terms

dominate, giving the radiation field

. Jup T2 - jkr

EQ = T{T— e ein © (36)
Jkye T2 s
B¢ = —h——’; e-'Jkr sin © (37)

This radiation is a maximum at right angles to IZ (at 6 = 900), and has & null
at © = 0 and 180°. The field pattern (magnitude of E or B) is doughnut-shaped
with If pointing in the direction of the nulls.

When the source uoIl is unity, from (32) we have

A= T (2%)

This field of a unit source is called the Green's function for A, and the

general solution ( 31) can be written as

? = uo? Au arT (%9)
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The form of {39), which is a summation over all sources times & Green's function,
is very general. The solution of any inhomogeneous differential equation may be
put into such a form. The particular Green's function to be used depends on the
medium into which the source radiates. Mathematically, this is equivalent to
saying that it depends both on the form of the equation and on the boundary
conditions. Once the solution to a unit source is found for any particular
probtem, then in principle the solution for any source is known. With this in
mind, let us discuss some solutions for elemental sources in the vicinity of
spheres.

In the spherical coordinate system, general solutions to the field equations
in homogeneous media can be constructed from two scalar wave functions ¥ according
to

'E=Vx?\ul+VxVx?w2 (ko)

where r is the radius vector. The ¥'s are linear superpositions of solutions to

the scalar Helmholtz equation, which are of the form
m Jug
¥ = zn(kr) L, (cos 8) e (1)

The z, represent spherical Bessel functions, and an solutions to the associated
Legendre equation. The particular Bessel and Legendre functions chosen depend own
the problem.

If the field external to a spherical surface is desired, then the ¥'s must
be finite and represent outward traveling waves at infinity. A study of Bessel

and Legendre functions reveals that the only solutions of this type are

v o= hiz)(kr) I%m(cos 0) ejm¢ (42)

NE)
n
the associated Legendre polynomial. The wl and WZ are linear combinations of

(42), hence

ne Z Z Com h;(12)(kr) P "(cos 6) I (43)
n m

where n and m are integers, is the spherical Hankel function, and P;n is
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with a similar equation for ve. The Cmn are determined from houndary conditions
at the sphere and source.

One of the simplest problems to solve explicitly is that of a radially-
directed current element I£ at the pole of a conducting sphere. In this case
the radiation field is given by

-Jkr n
_ It e J(on +1 1
L _éﬁ ! (cos 6) (bk)
n

n=1

where ﬁn(ka) =ka hl(lg)(ka) is a spherical Hankel function. TFor a very small
sphere, this is the field of a dipole. TFor a very large sphere, the pattern is
a distorted doughnut, with the lobes pushed upward in the direction of the
current element.

Equaily important as a source of radiation as the currenl elewment is the
aperture radiator. This consists basically of a hole in a conducting body
through ..which electromagnetic energy can escape. A simple to analyze aperture
problem is that of a conducting sphere sliced in balf and excited by a voltage
V across the resulting slot, assumed to be in the 0 = 90° plane. Once again we
can take the general solution of (40) and (43), apply boundary conditions at
the sphere r = a, and obtain the radiation field

= n 1
o _ dvedT 37(en + 1) B "(0)
0~ T o

1
o) ﬁn(z)' ) P (cos 8) (45)
=
This field is that of a dipole when the sphere is amsll, and becomes almost
omnidirectionsl for large spheres, except for severe interference phenomena in
the polar regions and nulls in the axial directions.

Other problems that cen be analyzed with the formulation of (40) with ¥'s
different from (42) are currents on and apertures in conducting cones. The
problem is more difficult than the corresponding sphere problem because the
solution involves Legendre functions of nonintegral order. Some examples will
be given in the lecture.
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ITIT. Antennas and Arrays

Two important purposes of antennas are () to provide an efficient transfer
of energy from a source to waves in space, or vice versa, and (b) to direct this
energy in some desired mesnner. Parameters of interest for purpose (a) are the
input impedance and efficiency of the antenna. Parameters of interest for purpose
(b) are gain, beamwidth, and sidelobe level. Antenna arrays are groups of
antenna elements connected together to provide desirable overall characteristics.
The beamwidth of an antenna is the frequency range over which specified
parameters remain within some desired range of variation.

Let us first define some of the above used terms. The gain G of a trans-
mitting antenna is defined as

_ Maximum density of radiated power (46)

G = Average density of radiated power

The effective area A of a receiving antenna is defined as

_ Power delivered to matched load

~ Power density of incident wave (&7
If the antenna and surrounding media are reciprocal, then
2
A
A=E_1IG (2“8)

When nonreciprocal medie sre present (for example, plasmas or ferrites) then
G and A are independent quentities. The beamwidth of an antenna is the angle
between half power points on the main beam. The sidelobe level of an antenna
is the ratio of the intensity of the mainlobe peak to that of the maximum
sidelove.

Small antenna elements are basically of two types: (a) electric dipoles
and (b) magnetic dipoles. Practical eg#ctric dipoles are formed by either a
pair of conducuvors or a loop aperture. Practical magnetic dipoles are formed
by a conducting loop or a small aperture. Both electric and magnetic dipoles
have a gain G = 1.5 and doughnut-shaped patterns. With respect to input
impedance they are basically narrow-band devices, since the impedance is a rapidly
varying function of frequency. With respect to radiation pattern, they are not
very directive, and relatively broadband (pattern not a function of frequency).

Dipoles jantennas are used when simplicity of construction and nondirective




radiation are desired. They are also often used as elements of an antenns array.
Whenever an antenna is mounted on a body, the entire structure becomes a
radiating system. For example, an electric dipole on a sphere or a cone has a
very different radiation pattern than does the same dipole in free space. When
designing antennas for spaee vehicles, it becomes very important to take the
vehicle into account. Since the vehicle is usually of complex shape, one can
use theory only as a guide to the design. The final design requires experimental
measurements, either on models or on the actual structure. Because of the
relatively small size of space vehicles, low frequency antennas cannot be highly
directional, as discussed below.
Ground based antennas can be large, and usually are highly directional.
The two commonest types are (a) antennas focused by a shaped reflector, and
(b) arrays of many radiating elements. Type (a) has the advantage of design
simplicity, and (b) the advantage of versatility. For very large antenna systems,

JE. To of w
F

the physical pointing o r antermas becomes Aifficult, and the abilit

cr antennas becomes Aifficnlt the abhility to
electrically steer an array becomes important.

Before discussing specific types of antennas further, let us see how some
of bhe basic limitations to the behavior of antennas come about. Consider an
arbitrary antenna and let "a" be the radius of the smallest sphere that can
contain it. External to r = a the field can be expanded in terms of spherical
wave functions, according to (40) to (43). The actual antenna structure determines
the coefficients Cmn of (43). We can determine the gain of the antenna eccording
to (46) with the C, 8rbitrary, and inquire as to what is the maximm possible
gain. The result is that, if all modes are allowable (all m and n) , there is no
limit to the gain. However, if we look at each mode of free space, we find that
whenever r < m\/2n the m,n-th mode becomes cut-off, and carmot propagate energy
effectively. Hence,* the summation of (43) is limited in practice to n < ka, and
one finds a practical limit to the gain

Cpormal = (x2)° + 2ka (49)

called the normal gain of an antenna. Equation (49) is not an absolute
theoretical limit, and we mey inquire as to what happens if a higher gain antenna,
called a supergein antenna, is designed. Careful analysis shows that supergain

13

antennas rapidly (a) become very narrow band devices, (b) have high field intensities

in the vicinity of the antenna structure, {c) have excessive power losses in the

antenna structure, and (d) require extreme precision of design and construction.
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So rapidly do these characteristics become evident that it appears that supergain
antennas are impractical. Since reflector-type antennas commonly come within

80 percent of (49), and array antennas have a gain about equal to the normal gain,
we can already do about as well as can be expected with convention designs, so
far as gain 1s concerned.

By special techniques, it is possible to improve some antenna characteristics
at the expense of others. For example, the beamwidth of a large receiving array
can be obtainéd by multiplying the output of two linear arrays at right angles to
each other (called a Mills' cross), if only a single signal is received. Some dis-
advantages of this design are (a) lower gain that the larger array, (v) false
indications if two signals are present, and (c) it can be used only for receiving
purposes. For radar purposes, the effective beamwidth of an array can be reduced
in theory by using more than one frequency of transmission. A movable antenna
can give the effect of a larger array by using a signal storage system. Signal
processing schemes can be used to treat the output of each element of an array as
a separate signal, thereby enhancing some antenna characteristics at the expense
of others. However, none of these schemes can circumvent the fundamental limitation

(49) on gain.
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’l: Coding, Filtering, and Information Theory

by Leonard S. Schwartz I’n 1y f’ /5 - 3..5/ /“f/
( See...)

1. Coding Principles

Our theory of communications as a statistical problem is largely the work of two men,
Clawde Shannon and Norbert Wiener. Shannon's theory basically is one of coding and
shows how to organize a message at the transmitter—-within certain limits of power, band-
width and time--in order to resist the corrupting effect of channel noise. Wiener's theory
basically is one of filtering and shows how to recover--within limits imposed on the same
parameters--a noise-corrupted signal at the receiver.

As we can see, transmitter power, signal bandwidth, and message duration are key
factors in determining communication rate. R. V. L. Hartley, in 1928, first formulated
the basic relationship of these parameters by taking the amplitudes of signai waveforms as
quantized in N levels, with each level representing a possible state of the waveform
source (Fig. 1). In an interval of T seconds and with a signal bandwidth of W CPS,
there are 2WT independent samples. Within N discrete levels there are thus NZWT pos-
sible states. The information contributed by selection of the various states is proportional

to the log of N, and the information rate is:
R = 2WT log N. M

However, Hartley's theory failed to consider the fineness of quantization, omitted
any reference to noise, and did not take into account the probabilities of the various
states of the message source. His concept of a source with an output unperturbed by
noise therefore has been replaced by Shannon's concept of a statistical source connected
to a noisy channel.

For transmission, information is measured by the number of different messages the
transmitter is theoretically able to transmit. At the receiver, information is measured
in terms of the initial uncertainty about which of these messages will be transmitted.
Reception of the message removes this uncertainty. The greater the number of messages

available at the transmitter, the greater the initicl receiver uncertainty, but the greater



16

the information transferred when the message arrives at the receiver. Final information is
therefore a function of message probability.

The measure of initial uncertainty is a quantity analogous to entropy in statistical
mechanics. Entropy is a measure of randomness or disorder, and is expressed in terms of
the logarithm of probabilities. In the case of communications, entropy may be regarded
as negative information, or the initial uncertainty at the receiver that is removed when

the message is received. Information therefore can be defined as:

h(p) = - log, p, 2

where p is the message probability. The logarithmic base b may have any arbitrarily
chosen value, but the base 2 is usually simplest to handle. The basic unit of information
is the bit, or binary digit, which results from the selection between two equally probable
alternatives.

A source has maximum entropy when all symbols are equally likely as well as all
their conceivable sequential arrangements. Otherwise, the source is redundant. Redun-
dancy is defined as the amount by which the logarithm of the number of available symbols
at the source exceeds the average information content per symbol.

A redundant source uses more symbols than absolutely necessary to transmit a given
amount of information, but it is useful because it reduces the probability of error in the
presence of noise. Our language, for example, is highly redundant. A single mistyped
letter in an English text can usually be corrected without trouble--the information con-
tent of the missing correct letter is duplicated by other letters and their arrangement.

The link between the transmitter and receiver is the communication channel, which
includes the transmission medium and usually the transmitter and receiver modulation and
demodulation equipment (Fig. 2). For maximum information transfer from message source
to destination, source and channel must be statistically matched. The statistical nature
of the messages is determined entirely by the source properties; but the statistical nature
of the channel and therefore the entropy in the channel are determined by what is trans-

mitted and by the ability of the channel to receive different signals.
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An Important Expression Was Found

The channel capacity (C) is the maximum rate at which information can be sent. Since
channel symbols and transition probabilities are known, maximazation requires only the best
choice of input probabilities. For the case of noise acting independently on successive sym-
bols, Shannon found an important expression for the capacity of a continuows channel per-

turbed by themmal noise:
C=wW Iog2 (1 + P/N) bits per second, (3)

where W is the channel bandwidth; N, the thermal noise power; and P, the average signal
power,

After sufficiently involved encoding, binary digits can be transmitted at the maximum
rate (C) with an arbitrarily small frequency of errors. Regardless of the encoding system,
transmission at a higher rate is impossible without a definite error frequency.

In general, the theoretical limit of C can be approached only if complex encoding
and very long messages are used. Greater message lengths do not imply lower information
rates, for information is received throughout the period of message reception. Moreover,
the longer the message, the easier it is for the receiver to go bock and correct errors in
parts of the message that have already been received.

In a noise-free channel, a continuous function of time ideally can be measured with
high precision and can assume an infinite number of amplitude levels. An wnlimited omount
of information can therefore be transmitted per unit time over as narror a bandwidth as
desired. In practice, bandwidth can be troded for signal-to-noise ratio. Also, a message
can be transmitted over a channel with a smaller bandwidth than the original signal's by
changing this signal to a new form, or coding it. This can be done so long os the power
has the magnitude required by Equation 3.

The performance of practical communications systems lies well below the theoretical
upper limit given by Equation 3. PCM, for example, one of today's most effective systems,
requires about eight decibels more than the theoretical signal power for a given channel

capacity at a given bandwidth.
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As we have noted, redundancy requires errors in received messages, but it still makes
for inefficient operation. I the S/N is high enough to make errors unlikely, the redun-
dancy and therefore the system bandwidth may be reduced. As an example, you may want
to tran;mit English speech and require only that the received speech signals be intelligible--
personal accents, inflections, and the like may be lost. In this case, a text corresponding
to spoken words is printed at the transmitter and encoded into binary digits. On the
average, not more than two digits will be used per letter, or nine per word. Strictly on
the basis of intelligibility, a 100-wpm speaking rate then corresponds to an information
rate of 15 bits per second. If the received S/N ratio is 40 db, a bandwidth of about one
cycle will do (Equation 3).

Theorem Defines Reliability Limits

An important goal of communications design is to maximize the rate of reliable com-
munication. The limits on the maximum rate of information transfer over a noisy channel
and also on the reliability of the received information are defined by Shannon's noisy-
channel coding theorem. |t states that a transmitted message can be received with an
arbitrarily small error probability if the transmission rate (R) is less than channel capacity
(C). Conversely, the error probability cannot be made arbitrarily small if R equals or
exceeds C. R and C are independent of each other, since C is a channel characteristic
with the same value for all receiver-transmitter pairs, while R is a transmitter-receiver-
pair characteristic with the same value for all channels.

Ideally, error-free information can be sent at some finite rate which is arbitrarily
close to the channel capacity. A non-zero information rate for a vanishingly small
error probability can be achieved by systematic coding. Although this rate is definitely
less than the channel capacity, it represents a remarkable achievement--less than 20
years ago, it was considered impossible.

Coding that gives better reliability is an error-correcting process. R. W. Hamming
introduced the codes of this type by defining a systematic-block, or parity~check, code
as one in which each character has a block of n binary digits, of which k corry informa-

tion. The remaining n - k digits are check, or parity, digits for error detection and
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correction. When n -~ k = 1, single errors can be detected by using the check digit to give
an even nunber of ones for each transmitted character. If the count for any received char-
acter is odd, on error is present. However, the location of an error within a character
cannot be found by this technique alone.

In iterative systematic codes, decoding is done over short blocks of digits, and the
corrected digits are used together with other blocks for further error corection. in
sequential codes, a small number of digits is decoded at a time. For both iterative and
sequential coding, the error probability decreases exponentially with code length, while

the number of computations goes up only as a constant power of length.

Rate Can be Close to Caopacity

Optimum coding (infinite delay) can provide an error-free rate close to channel
capacity, but the some rate results with simple constructive coding (finite delay) if
noise~free feedback is added. Noise in the feedback path merely increases the delay
required to achieve the maximum rate.

The forward-channel capacity remains unchanged by the presence of the feedback
path, unless the noise in the two channels is correlated (increasing or decreasing at the
same time), in which case the forward-channel copacity may be increased (Fig. 3). Feed-
back has shown marked advantages over coded single-channel operation, but even better

results are achieved if the two techniques are combined.

2. Filtering Principles

Until the forties, no methods existed for analyzing random functions, which playa
major role in communications becawse of the random nature of signals and noise. Wiener's
development of generalized harmonic analysis, of which repetitive, or aperiodic-
function, analysis is a special case, provided communications engineers with mathematical
tools they had long been waiting for.

Random functions are characterized by the fact that repeated experiments under
similar conditions produce results that are of the some general type but act instanta-

neously identical. An example would be a set of foding records of radar signals from an
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"ensemble" of aircraft in all possible states of motion. Each record, made for all the planes
over a long period of time, would be a random time function. 1f all the fading records were
placed parellel in time (so that all T = 0's coincide), they would form an ensemble of random
time functions, or a random process.

In many practical situations, the statistical properties of the ensemble are invarient
with a shift in time, forming a stationary random process. This process is described by a set
of probability distributed functions that are difficult, if not impossible, to determine either
analytically or experimentally.

For a number of communication problems, the so-called second probability distribution
function adequately describes the random process. Most useful, however, is the autocorre-
lation function--though dependent on the second distribution, it effectively characterizes

the random process. This easily calculated function is expressed as an ensemble average:

@
‘J’(T) = '/;CD ./_‘2 Y]Yzf(yl)'z; T)dY]dYZI “)

where " and yp are the amplitudes of time functions taken T seconds apart on the given
waveforms, and f(y],yz; ) is the joint probability density function for the process at
points Tseconds apart. The autocorrelation function also may be expressed as time aver-

age (ergodic hypothesis):

V() = fim o L1 FOF G+ T ©)

Wiener's theorem gives the counterpart of the autocorrelation function in the fre-

quency domain as:

M) = L2 5 expljudf, (6)

and the power spectral density as:
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The autocorrelation function and the power spectral density are Fourier transforms of
each other, This reciprocal relationship characterizes the stationary random process--if
it is valid for any single member of the statistical ensemble, it is valid for all. The
situation is analogous to linear system behavior, which may be expressed as a transfer
function (frequency domain) or as a response to a unit impulse function (time domain).
Each function is the Fourier transform of the other, and each brings out certain informa-
tion in a better light (Fig. 4).

A similar relationship exists between two stationary random processes that are related
to each other in some manner. If 11!12(1') is the cross—correlation function of two coherent
stationary random processes defined by:

1

fim g [; R + et @®)

Vi2(7) =
where fl(f) and fz(t) are member functions of the two processes, then we can write:

N2() = £ S, Dexp(jur)df, ©

_ o .
510 = L ¥yp(nexpl-jur)dr. (10)
where S]Z(F) is the cross-spectral power-density function.

Correlation Relates a Signal's Parts

Correlation generally expresses relationships between parts of the same signal or
parts of several signals. Different parts of a completely random signal are independent

of each other. In this cose, the value of the autocorrelation function is zero (except
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when 1 equals zero), signifying that the signal is correlated with itself only. The autocor-
relation function of thermal noise, for example, is a spike at + = 0. When some correlation
is present, the autocorrelation function decays to zero with increasing 7, except for periodic
functions.

The cross-correlation function is a measure of the correlation between two different
function--it gives the average product relationship between them. Cross-correlation is
useful primarily when a priori information is available about the signal frequency.

In accordance with Wiener's theory of linear filters, correlation can be used to recover
non-random signals from a background of random noise. The linear filters generally are
regarded as correlators or integrators in the time domain or as matched and "comb” filters
in the frequency domain. For example, random processes may have hidden periodic com-
ponents that, in some applications, must be separated from the whole. Autocorrelation
provides this separation, since the autocorrelation function of a periodic signal is periodic
at the same frequency. Random-function autocorrelation, on the other hand, has a maxi-
mum equal to the mean square value when.T equals zero and falls off to the square of the
mean value at T = . Cross-correlation offers an advantage if the signal period is known
and particularly if the S/N is much less than unity.

As correlation achieves the same results in the time domain that an extremely narrow-
band filter achieves in the frequency domain, it sometimes can be used with good effect
to obtain a signal spectrum. A case in point is the isolation of a sine-wave signal hidden
by random noise.

Correlation is used in synchronous detection for color TV. A message function

fm(t) is modulated by a cosine (or sine) voltage at the transmitter to give a signal f2(t):
fm(t) cos w = f2(t). am)

The received signal is multiplied by a cosine (or sine) reference voltage of the carrier fre-

quency to give:




23

fz(f) cos w t= fm(t) cos2 wt

.0

== 0+ c052 uot). (12)

The signal then passes through a low—pass filter, which eliminates the camrier-frequency,
and the output is fm(t)/Z.

To the extent that synchronous detection relies on multiplication with a known fre-
quency and subsequent averaging, it is cross—comrelation. But it is incomplete comela~
tion-~the band of harmonic components constituting the signal is passed by the filter,
while true correlation functions as an infinitely narrow-band filter and passes the carrier

frequency only.

3. Feedback Principles

The purpose of several recent developments in the field of digital communications
is reliability improvement, particularly as related to the method of decision in the
receiver and introduction of feedback channel between the receiver and transmitter.

It is not suggested that these methods take the place of coding, or even that they
are in any way superior. Rather, they represent additional means for coping with the
reliability problem in communications, and it is hoped that they may be combined with

coding to effect greater improvements than could be achieved with coding alone.

Null Detection

The technique of null defection] permits a decision fo be withheld in doubtful cases
and new observations to be taken until unambiguous readings are obtains. Transmission
need not be fixed in advance, since it may be determined during the course of communi-
cation by criteria that depend on the received signals. The method is, on the average,
more efficient in saving time for a given reliability or increcsing the reliability for o
given time than an optimized, single-threshold system, a result that is intuitively reason-

able because null detection reduces guessing, which destroys information.



The null method is implemented by introducing two threshold levels at the receiver,
thus pemitting the receiver to withhold decision in doubtful cases, so that a large
reduction in decision error probability is possible, but would be accomplished at the ex-
pense of producing null or rejected signals. If the transmitted message contains either
the natural redundancy of language or the artificial redundancy of code, some of the
null signals may be interpreted correctly. The great advantage of null detection con-
sists in the pinpointing of the most probable errors, whereas in ordinary binary trans-
mission the positions of errors must first be located before corrections can be made.

When the input information consists of a statistically long sequence of uncoded
binary symmetric digits and the interference is symmetrical, the channel may be char-
acterized by the probabilities p, of receiving a digit incorrectly, u, of receiving a
digit ambiguously or as a null, and q, of receiving a digit correctly, where the sub-
script {(1 = | = ) denotes the values of the probabilities on the fth transmission. The

decision process at the receiver places the received signa! y. in one of three groups:
|

Group 1 yii‘ki
Group |1 -ki< Yi< ki
-k

Group |1 yi

where k., is the voltage level of the null boundary on the fth transmission.

The following example for a binary-to-ternary channel illustrates the effects of
nulls in accepting or rejecting coded messages. The channel transition diagram is shown
in Fig. 5. We shall assume coding according to a system of even parity checks. Suppose

the transmit-receive message pair is
10111 — 109 11

In this case the receiver infers that most probably the null symbol ($) should be replaced
by a "1" because this would satisfy an even parity check. It is recognized that the pres-
ence of the null zone does not remove all errors, i only reduces their probability, since

some symbols that otherwise would be changed to their opposites become nulls instead.
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Moreover, the message rejection probability is reduced, because the message would be re-
jected in a binary symmetric channel can be corrected and accepted in a 2-3 channel,
provided only a single null has occurred. If more than a single null hos occurred or if o
null and an error have occurred, the message must be rejected,

Limitation of decision to three levels--0, 1, and --may destroy some information,
because knowledge of the detailed features of the noise structure may thereby be ignored.
Thus, in the case of Gaussian noise, an appreciable improvement in per-symbol informa-
tion rate may be achieved by increasing the number of decision thresholds in the receiver.
With an infinite number of thresholds it would be possible for the receiver to preserve all
information in making a decision.

A receiver operating on the decision plan just described is a single-null receiver.

It has been found that if the number of thresholds in the receiver is increased without

n relighbility that results corresponds to a gain of about 2 db in
signal-to-noise ratio over a single threshold system. With just two thresholds (single null)
the improvement corresponds to a gain of about 1 db, Double-null detection (four deci-
sion thresholds) results in further improvement in reliability, but only to a small degree.
Because of the rapid growth in the complexity of the decision mechanism with the number
of decision thresholds and the correspondingly smaller degree of reliability improvement,
discussion is usually limited to the case of two decision thresholds--that is, to a single-
null receiver, henceforth called a null receiver for simplicity.

The null-detection technique, however, is valuable primarily when used in conjunc-
tion with feedback because the aim is not to lose the information in the rejected message,
if possible. The only way this loss can be prevented is to be able to request the trans-
mitter to repeat the rejected message until it can be accepted. The repetition is accom-

plished by use of a return path from the receiver to the transmitter; that is, feedback.

Kinds of Feedback

The addition of a feedback channel gives greater flexibility to the problem of error
control in the forward channel. Specifically, it renders possible the replacement of
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nulls by valid 0's and 1's, which may effectively increase the information rate for a given
reliability or increase the reliability for a given information rate on the forward channel.

Broadly speaking, feedback systems may be classified according to the type of commu-
nication carried by the feedback chcnnelz. They are:

1. Decision feedback, in which the feedback channel is used only to report the
decision of the receiver as to acceptability of the received message.

2. Information feedback, in which the feedback channel is employed to report in-
formation about the received message fo the transmitter, with the decision to accept, or

reject and correct, being made subsequently at the transmitter.

Decision Feedback

The simplest feedback system is a discarding decision system in which the receiver,
as a result of a decision made on each received message, either accepts the message and
records the corresponding symbol or rejects it as ambiguous and reports the rejection to
the transmitter. The information in the ambiguous message is discarded, and the transmit-
ter subsequently repeats the message. Adjustment of the null zone thus permits a trade ~off
between information rate and error probqbiliry3.

Most of the analysis to date has assumed the feedback channel to be error-free.
When this is the case, the information rate and the error probability of the direct trans-
mission channel remain unaltered if the feedback loop is opened. The important advantage
of the feedback loop is that the entire message can eventually be received at the specified
error probability. The assumption that the errors in feedback can be neglected is reasonable
in some cases. Thus, binary transmissions are usually composed of basic code groups,
representing the symbols of some message alphabet, 1f only YES~NO information need be
transmitted over the feedback channel for each code group in the forward channel, the
effective SNR (signal-to~noise ratio) in the feedback channel can usually be maintained
at a considerably higher value than in the forward channel. For most types of noise, error
probability decreases quite rapidly with increasing SNR, and the error rate of the return
channel can usually be kept small compared with that in the direct channel. Moreover, if

the probability of acceptance is appreciably different from the probability of rejection,




coding of the null locations will result in a considerable reduction of the required feedback
capacity. The more precisely the probability of rejection is known, the more efficient
this coding can be.

The possibility of combatting so-called fost fading of scatter-mulfipath reception by
means of feedback has been studied4. It was assumed that the SNR has a Rayleigh distribu-
tion and that the interference is additive Gaussian. The system of prime interest in these
investigations is one based on variable null-level reception and discading decision feed-
back. When an effort is made to achieve a large reduction in error probability at the cost
of increased transmission time, the inherent inefficiency of the discarding mechanism
becomes a factor. Hence, a repetition--integration scheme has been considered, by
means of which the feedback channel is used to monitor the SNR and consequently to op-
timize the number of repetitions. In this system, which has been called cumuiative~
decision feedback4, each message digit is repeated coniinuously by ihe iransmitter unti}
the receiver indicates, via the feedback path, that the total received information is no
longer excessively ambiguous. Each sequence of repeated digits is integrated in the
receiver until the resultant signal passes through one of the two boundaries of the null
zone, at which time the appropriate decision is signaled to the transmitter. As soon as a
decision has been reached, the receiver retums the decision device to its central starting
level, and transmission of another message digit is begun.

Cumulative-decision feedback yields, for the same guaranteed maximum error proba-
bility, an asymptotic rate four times as great as that oftainable with a unidirectional
variable repetition-integration system. The superiority of the cumulative scheme is attri~
buted to the fact that it permits the transmitter to be responsive to the actual pulse-by-
pulse needs of the receiver, rather than responsive in a statistical sense only.

One of the standard techniques for improving multipath reception is that of diversity
reception. It is of interest, therefore, to ascertain the performance of the cumulative
system just described when used in conjunction with dual diversity reception. The type
of diversity reception considered is that in which the output of the channel having the
better SNR is selected. It is found that o one-third additional reduction in average
transmission time per information bit may be achieved as a result of adding the cumulative
feedback feature.

27
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Information Feedback

In information feedback sysfem52'5

the transmitter has to provide additional capacity
(erasure capacity) in order to keep the receiver informed as to whether it is conveying new
information or corrective information. On the other hand, the receiver gains additional
information by knowing whether or not the original message is acceptable to the transmit-
ter. It can be shown that when feedback is error-free the gain in information at the
receiver is equal to the net information of the confirmation--denial or erasure process.
Thus, in these circumstances the proper use of an erasure signal does not cause a reduction
in information rate.

The significant feature of information feedback, however, is not conservation of
rate, but rather the possibility of transmitting error-free messages without coding. Error-
free operation is possible if the feedback channel is error-free and of sufficient capacity
to permit the receiver to inform the transmitter of the exact signal received via the direct
channel. The transmitter can then, by means of the erasure process, correct all errors in
transmission. The assumption of error-free feedback will be valid less often for information-
feedback systems than for decision-feedback systems, because of the higher rates usually
required of the feedback channel.

Loss of information in iterative-discarding-information feedback, in which incorrect
information is erased without attempting to use it in any way, is assignable to three causes:

1. Noisy feedback

2. Rejection of residual information in erased words

3. Loss of information in the total signal entropy caused by the presence of the
erasure word

The transition diagram in Fig. 6 will help to make clear the nature of the erasure
problem which is peculiar to information feedback. It is assumed that any one of three
symbols--0, 1, and © (erasure symbol)--may be transmitted and any one of the three may
be received. P stands for the previously received symbol.

Information feedback is highly effective, significantly more so than decision feedback,

provided that the signal-fo-noise ratio on the forward channel is of the order of 3 db or



greater, although the improvement varies with the code length. The reason for the variation
in performance is that if a coded forward transmission is rejected-~that is, followed by an
erasure symbol--the entire message must be repeated. It is opparent that the smaller the
SNR the more frequently the message will be rejected. Moreover, the longer the code
length, the greater the reduction in the resulting rate for a given SNR as a result of the re-
jection and repetition process. Thus, information feedback is characterized by a very sharp
SNR threshold below which the information rate becomes zero for a given code length. On
the other hand, decision feedback is always better for small values of SNR.

The excellent performance of the information-feedback system above the threshold is
primarily attributable to control of the entire feedback process by the transmitter. 1t is
noted that as the number of transmissions is increased the storage requirements must be in-
creased in order to perform the iterative discarding process.

One method of avoiding the threshoid effeci is o change the coding scheme aos the

SNR changes os, for example, by a suitable amount of repetition~integration of each digit.

Coding Plus Feedback

A communication system that employs long codes, attempts error correction only for
very small numbers of errors, and requires much less computation and storage than a system
attempting the maximum possible error correction is the "long-code feedback system"é.
Suitable operation of the feedback channel, which reports accept-reject decision to the
transmitter, minimizes the effect of errors due to fading and disturbance in the feedback
channel, a result that may be accomplished by utilizing a sufficiently asymmetrical decision
mechanism at the transmitter to interpret the feedback information, so that reject-to-
accept R — A) errors occur with minimal frequency. The system possesses excellent
reliability, fails safe even when the SNR drops to zero, and is particularly effective when
less efficient procedures fail; that is, when severe burst-type noise or heavy fading is en-
countered. The cost of this performance in terms of computational and storage requirements
is much less than that of comparable unidirectional systems. The outstanding characteristic
of this system is its fail-safe feature under extreme variations in kind and extent of inter-

ference.
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The coding procedure is to use an (n, k) group alphabet, also called a systematic or a
parity check code, in which k digits of a sequence of n digits are information-carrying
and ¢ = (n - k) digits are check digits.

When the order of error correction ise = 1, n =100, and c = 40, the error probability
is 10-]0, which, at a bit rate of 1,000 bits per second, is equivalent to an average error

rate of about one error every 16 years.

Two-Way Communication

The foregoing discussion has dealt with the case of accept-reject information returned
to the transmitter by means of a signal constructed solely for this purpose. When message
information is flowing in only one direction, some such arrangement is necessary. If in-
formation is to be transmitted in both directions, however, feedback can be used in both
directions, and the proportion of the channel taken up by accept-reject information can be
made negligibly smc|l7. Thus, if A and B represent the two stations, (n], k‘) code groyps
with e, error correction can be used to transmit from A to B, and (n2, k2) code groups,
with e, error correction from B to A. Only one digit in each group is needed to carry the
accept-reject information regarding the appropriate code group received in the other chan-
nel. Each time A rejects a message, A sends a repeat of its own previous message along
with a request for repetition of the previous B-to-A message. If, on the other hand, a
message is accepted by A, there is almost no chance of error, and thus A may send either
a new message or a repeat, depending on the received accept-reject digit. These remarks
apply particularly if two-way information flow is desired over a single channel or over two

channels so situated that signal and noise statistics in the two channels are somewhat depen-

dent. If signal and noise statistics in the two channels vary independently, it may be desirable

to separate the accept-reject information from the message-bearing groups.

Feedback Systems in Use

Rudimentary forms of feedback are not new to the communication art. One feedback

system has been in operation for more than twenty yecr58'9. The ARQ (automatic request




for repetition) system, proposed by Van Duuren and used extensively by RCA for long-range
teletypewriter service, is a fixed-redundancy, discarding-decision feedback system. It
employs a 3-out-of-7 constant-ratio code yielding 35 different code characters. Informa-
tion flow is two way, one of the 35 allowable characters being reserved for requesting
repeats. The system is intended for use under fairly good channel conditions.

Another form of ARQ system used on the Argentine teletype over radio (TOR) circuits,
uses a form of digit-null reception also proposed by Van Duurenw. In this system the
standard five-digit characters are tronsmitted over frequency-shift keying links; the form
of the received signals is checked by testing them against a mull zone. Whenever the
tester rejects one element, the four preceding elements are also rejected and a repeat is
requested to reduce the probability of erroneous acceptance during periods of deep signal
fading. This system provides a fail-safe feature ogainst cerfain types of disturbances,
such as signal fading at constant noise level (]0—5 to 10-'7) error probabiiity. The sysiem
is less effective against bursts of noise and certain other types of interference that are
likely to cause digit errors without causing a null to appear in any number of successive

digits.
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‘2‘ " PROBLEMS OF WAVE PROPAGATION _
by F. J. Tischer Im e P 26~ $0 A‘%»
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I. Waves in an Infinite, Source-Free Region of a Uniform Medium (Review).
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Maxwell's Equations:
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Considering polarization vectors

D= cE+F; P=c(c-NE

B=wH+u M ,; M= (u-DH

Combination and evaluation leads to wave equations

2 _
VxVx E+ €y 3 E =09
312
- 52
VxVx H+ <, =0
3¢

2
_ >
vE -, 2E =0
St
2_
_ 3
PR - 2” =0
Jt

by the vector identity

IxUx A =9(V-B -V2A
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Simplest case for rectangular coordinates (x, y, z)  (See Fig. 1)
Ey = Ez = 0:
azE > E
x
7 - % Tz =0
oz ot
Ex = Fl (t-2z/v) + F2 t+z/v);v=1/Vcn

The two terms represent wave functions in the positive and negative z—direction. We

find for the magnetic field intensity

Fl 2 v
H = —— - —F7— i Z=Vue
Free space: .
Vo = l/v T = 3x 10" meter/sec
Zo =¥ Ho’ €0 = 377 ohms

R

Il. Waves in Various Coordinate Systems for Harmonically Varying Sources (Review).

(Suggested references: Stratton [1], Harrington [2] )
General elementary wave functions

a. Rectangular coordinates

_ =il x =« y =jf_z jwt
= z
29 e X e 7 e e
Hirx firy Hirzoojwt
gy = € e e e

rx2 +F)'2 +I‘22 = r°2 = BOZ

II T -r jwt L)



38

) R field—-distribution, wave-propagation, attenuation, and phase constants

Standing waves

cos I' x
x ot
gsl,2 = eV
sin T x
X
b. Cylindrical coordinates
Solution of the wave equation
H M o
n ing T,z jwt
$1,2 @) el"? ol 727
H @ )
H (]), H @ __ Hankel functions
n n
er -2, r o= 2x/2
Circularly symmetrical waves: * n = 0

H M and H @
o o

These functions describe traveling waves caused by line sources. For large values of kr,

the waves become plane waves

2i e -ikr
ke

Ho(z) k) -

c. Spherical coordinates

Solution of the wave equation

hn“) (ke)
= p ™ (cos 6) eim¢ eth
21,2 hn(2) (ko) n

-=- spherical Hanke! functions

W00 @




an associated legendre functions of the first kind. These wave functions describe

waves originating from a point source. For large values of kr, the waves have the form

of plane waves:

—jkr
b @ ) ~ -
° ikr

Hi. Relationships Between Wave Functions in Different Coordinates (Review).

a. Mathematical approach by expressing a specific wave function by another one by

mathematical manipulation
1. Plane wave functions expressed by cylindrical waves

jkz _ ~-jkp cosg
= e

@
in¢
o
e Z:: Dan (k )e

n -

Jn = (Hn(]) + Hn(z) ) /2 -- standing cylindrical waves
2. Cylindrical waves expressed by plane waves
Multiply the above equation by e im ¢ and integrate from 0 to 2% ,

2n
_ -ikr cosg _-jm# X _.n
2x aan kr) /o e e dg ; a =i

3. Spherical waves expressed by cylindrical waves

. ®
-jkr .
er _ li / HO(Z) « k2 _ UZ) oY% g,

-o
4. Plane waves expressed by spherical waves

®
-tkz _ -jkr
e =e

cos g = I memHﬁ%@M
n

jn (p) = Vn/2 I3 Jn+ 1/2 (P) ——=——- spherical Bessel function.
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b. Physics Approach
Example: Spherical waves expressed by cylindrical wave functions. Assume a constant

harmonically varying current on an infinite wire along the z-axis of a cylindrical coordi-

nate system. The radiotion field can be described by
- @
A‘ C] Ho ( r.e ).
iTzz and

If waves travel along the wire, we write e

B 2) 2 2_ .2
A2—C2Ho ko); k +00=T

o

A point source of a current can be expressed by a delta function

fe o)
I (z) = 5<z)=/ 2% gp
-

The radiation by the point source is hence given by

a0
= 3] 2, -ryzd
A3—C2/ H (q\{roi—rz)e z
-®

The far-field of a point source is also

Az_e-'r_oi__
3 r

This leads to the same relationship as found by pure mathematical considerations.




IV. Wave Propagation in Nonuniform Media Reference [3]).

(Figure 3)
fo = ~-jw p.oi_'l,
VxH = jw €€, (r)E+7J (7Y,

V'B=00u =1, V-A=0, B= uH,

r o
V- B=0 Nicc(r) Elo,
eoer(_r') -E+ aoer(‘r')] -E=0

The following identities are introduced:
VxUxE= W(V- B - V2E,
e(t")-E
VxUxE=-19 [__V_,—]_ v2E,
er(T')

¥V x¥xH=- V2F|
It follows:

V2E+ B 7F = jwud -FWe (7 -F1- B2 Ac (79 E,

V2h+ B°2ﬁ=-iw e, [Ve(T)x f]-Boerr(T')Fl-VXI
2

Where er(T- Y=1+Ac r(-r-'), 502 =Wl g = _':2_ ,c=3 x 108 m/sec.
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The nonhomogeneous wave equation is solved by a Hertz vector

a]’ 5 . J(rl*_T)
oko at2 I“(rl T'—/ df/ dv,

(Where A = €°uo'—a§;r-)r N NUA S Bozf, A= |T - T,
t

r-rl

] - r - c - T T 'e |ﬂ I
.“-(T)z (4ﬂ'iweo) i /vwdv (4ﬂ.iw eo) ] J__(_L______

o] SN

Substitution yields

tof=iwu°j -V[Ver(T')-E] -Berr(‘r')ﬁ.

eTiBo |7 - 7

E (F)= /v T (r,7Y T dv, T =(4Iiweo)_‘ (B2+VV) -—l?_—r:rl—"— .

tot

The integral equation can be solved by writing
®
E(T)='E'o('r')+ b2 A E (F).

n

n=




and deriving a recursion formula.

Example: Doppler Shift in Nonuniform Media

The field intensity is

E(F,t) =A(F) of 2 (T)iwt,

s
Where IogA(_r)=Re[/ “E( ) Je(r )ds] ,
s
¢(7)=lml;{ dE(r) /E(T )ds] .
(<3

The Doppler Shift is

_dg(T) _dp (F)dT _ =
w=—g— =g “ V7.

If s has the direction of the velocity of the source ¥ we find
Aw=Im f(i)—’ JE(F) -
The equation permits representation of the Doppler Shift in closed form.

V. Wave Propagation in Plasma (Reference [4] and 5] ).

1. Plasma Properties

The properties of an isotropic transmission medium can be described by

medium constants which interrelate the field quantities.
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where

We use Maxwell's equation

G- 35 ., oo
VXH_IfofzTF+J:(IWE+U)E=IWEOQI’E’

ol

where e = e' -j g = ' -je" =2,

= €
D= St “op Bt 3 E,
= €
D,= ;B ;B * 33 E
so that
€ €
no G2 i3
le | = 21 2 2
€ € €

Expressing the tensor pemittivity by a conductivity yields




- = =o’
€ = 1 + = ’
r jw €
o
Where T is the unit diodic.
In the case of a plasma
N
Jtot = |we°E+ I 9%hVn-
n=1]

The second term is due to the motion of the N particles, with the individual charges q,

and velocities v, - The motion is caused by the internal dynamics of the particles
and by extemal forces

F=q +vx B).

To toke into accownt the interaction with each particle separately is impossible and sim-

plified models have to be applied. Statistical methods and averaged quantities are
commonly used.

Simplifying assumptions: Interaction with electrons only, Maxwell-Boltzmann velocity
distribution, collision frequency is constant, quasi-static field interaction, static

magnetic field in z-direction of a rectangular coordinate system. With these assump-
tions, 2r is given by
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Further relationships:

1 wp 2 (jw +v) jw 2 1-j
e =1-(5F) =g, s ——,
(iw +2 )"+ w (-ja)"-0
Calpmp ™2
. MU o e (-’ -0
P I T L L S
e, =1 ( ~ v 1-p T .
5 /2 1/2
plasma frequency w, = (Neq_ / eomo) ~ 56.5N, ,
collision frequency voo= Ni <ve > Qci
= de
gyro frequency wq m, BZ

These equations are obtained by derivation from Boltzmann's equation and represent a

simplified but useful model for the plasma properties.

2. Wave Propagation:

VX-E_= -iWuon,VXH=iW€E = iw€ :€ . E,

m

VxVUxE-p2 L E=o

o

Assume a solution of the vector wave equation in rectangular coordinates in the yz-plane

with a magnetic field in the z-direction (Bz) (see Fig. 4)
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£ = Eo exp[i(wt - I‘y)’ _Pzz).] ’ I‘y,z B ﬁy,z —iuy,z ¢ T y z .
We obtain
2 2 1 a2 2 =
(F_Bo er)Ex.-'Bo €r Ey+o_0’
iB € _ 2 . _ _
o r Ex +(rz Bo Er) Ey Fy FzEz 0,
2 2 _
0+ ryrZEy+ (r~ -8 e)Ez—O.
Setting the determinant zero and introducing

P =rcos®, r = rsin®
z Yy

yields the dispersion relation

8
o o
where
- ' 2
A= c¢c cos 0 + €' sin e,
, 2 2 22 .2
B= ' e (1+cos’0) + [(er1) - (D ] sin2 o,
- 12 _ 2,2
C [(er) (er)] Er¢ .
2 + ¥ 2
.. r _ B- §JB” -4AC
The solution is ( -5 ) = A
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Index of refraction = L B8

n = 1—0- ’ = 2n /)\.o
3. Typical cases of wave propagation.
a. No magnetic field:
w =0,€1 = € ,62 =0,
q r r r
_ 2 _ 3
A= e, B—(er) ,C—(er)
p2
S E
€ - equivalent relative permittivity of the plasma.

b. Propagation along a magnetic field:

The typical wave modes which are circularly polarized, have different

wave velocities and propagation constants T .
2 _ 2 _ 2 1 2
(Frighf) - Bo SR T B ( €y

(P = 82 ¢ =872 (] 2




2
€ 1 - —F .
+

RO (1t=30) - iq
C. Propagation across magnetic fields:

0= x/2,

- 1 - 2 2,2
A=l b =ete v [ (3],

References

1. J. A. Stratton, "Electromagnetic Theory," McGraw=~Hill Book Co., Inc., New York,
1941.

2. R. F. Harrington, "Time-Hamonic Electromagnetic Fields," McGraw-Hill Book Co.,
Inc., New York, 1961.

3. F. J. Tischer, "Doppler Phenomena in Space Communications," IRE Transactions
Communication Systems, vol, CS-7, no. 1, 25-30, May 1959.

4. F. J. Tischer, "Wave Propagation Through lonized Gas in Space Communications,"
IAS Report No. 59-34, Institute of the Aeronautical Sciences.

5. F. J. Tischer, "Wave Propagation Through a Hot Plasma," in Advances in the Astro-
nautical Sciences, vol. 8, Plenum Press, New York, 1963.



50

(o) ) (c)
A
~ r,$, z r, 0, ¢
P Bo
1/' ) L —
S e ‘
™ 0
r %o
¢
Fig. 1 Coordinate systems
Fy for Ty Fy for Ty + AT

+Az . PaN
Flit+aT - 2582 )= F (1-2) ifaT= 3
Fig. 2 Waves traveling in the positive x-direction
z A -
P f r

(point of E
observation)

rn|‘

S (source)

Fig. 4

<Y



SPECIALIZED TOPICS I

Radio Astronomy and Its Relationship to Space Communications
(Abstract)

by William C. Erickson

From an observational standpoint, radio waves are a power-
ful tool for exploring the universe for two reasons; radio re-
ceiving systems are far more sensitive than optical sensors so
they can detect fluxes of radiation many orders of magnitude
lower than those detectable optically, and radio waves propagdate
unhindered through clouds of interstellar material which extin-
guish optical radiation. From a theoretical standpoini, radic
observations allow us to examine a whole range of energetic pro-
cesses which occur in the universe and which are not detectable
by other means. Thus, radio observations yield data concerning
a much larger sample of the universe than that observable by
other means, and yield data concerning energetic processes which
may be the key to many of the most intriguing problems in astro-
physics.

In relation to space communications systems, galactic back-
ground radiation is the primary component of total system noise
at low frequencies. At L-band and above, this is not the case,
but with high gain antennas the noise intensity received in cer-
tain directions from discrete radio sources can be important.
Solar emission can cause serious disturbances under any condi-
tions. At long wavelengths the scattering of radio waves by

interplanetary electron clouds should be considered.
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Introduction

The magnetosphere of the earth covers the region where
ionized gas (plasma) plays an important part in the
dynamics of the atmosphere and where the geomagnetic
field therefore occupies an important role. The mag-
netosphere begins (by convention) at the maximum of

the F layer of the ionosphere, at about 250 km, and
extends out to perhaps 10 to 15 earth radii, at which
point the interplanetary plasma or solar wind limits
the earth's magnetosphere. (For reference, the earth's
radius is 6,370 km (4,000 miles).

We outline here the properties of the magnetosphere as
they are known and of phenomena occurring in the mag-
netosphere; but it should be stressed that all through-
out the dynamics are very important, but hardly known.
Time variations occur everywhere in the magnetosphere,
e.g., in the density and composition at altitudes as
low down as 500 km. For the most part, however, we
will be talking about "mean" properties, with only
slight reference to these time variations.



Thermosphere

Beginning at about 80 km the 0, molecule is rapidly
dissociated by solar ultraviolet in the Schuman

Runge bands; by about 120 km to 150 km, the process
is nearly complete. Nitrogen, because of its higher
dissociation energy remains mainly in molecular form.
Thus, at 250 km the major constituents are atomic
oxygen and molecular nitrogen. Most of the ions are
in the form of 0*. Turbulent mixing of the atmosphere
is believed to stop somewhere between 110 km and 150
km, so that gravitational diffusion predominates above
these altitudes. As a consequence, the heavy gases,

including also N will become increasingly less im-—

portant with incgeasing altitude, while light gases,
such as He and H play a more important role. At 250
km these are still minor constituents, but at much
greater altitudes, as we shall see, they eventually
predominate.

Densities and scale heights in the region 250 to 600
km are now well-known from satellite drag measurements,
as well as from more direct measurements. Coupled
with a knowledge of atmospheric composition, which
gives mean molecular weight, it is possible to deduce
the temperature. This region, sometimes called the
thermosphere has a reasonably constant temperature,
since there is little gas to absorb further energy
from solar ultraviolet radiation and the heat loss,
mainly due to the coronal transition of atomic oxygen
at 62 microns, becomes rather small and is counter-
acted by conduction from below. Among the most in-

_teresting processes going on in the thermosphere is
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the upward diffusion of helium and hydrogen atoms
which percolate rapidly to the 500 to 600 km level.

Neutral Exosphere

At this level, we generally place the base of the
exosphere, a region from which escape of neutral atoms
becomes possible. There is, of course, no sharp
boundary, but by convention, the base is taken to be
the level at which the "mean free path" in horizZontal
direction equals the local scale height. Other defi-
nitions are possible or even preferable; for example,
that one-half of the atoms issuing in an upward di-
rection with more than escape velocity, will escape
without making any further collisions. Hydrogen atoms
escape most rapidly since their RMS speed at a tempera-
ture of about 1500° is around 6 km per second, so that
an appreciable Maxwellian tail exists having more than
the escape velocity. The escape is so rapid, in fact,
that it is limited by diffusion from below. This fact
has only recently been realized. It has an important
bearing on the diurnal variation in the density of
hydrogen in the exosphere, as well as on density vari-
ations during the solar cycle. But, in particular, it
affects the density at all times for hydrogen at dis-
tances of more than 10 earth radii, since that popula-
tion is supplied from the extreme end of the Maxwellian
tail which is replenished only with great difficulty.
Helium also escapes but at a lesser rate, the helium

4 isotope less rapidly than the helium 3 isotope. The
bookkeeping operation which establishes the relative

rates of escape and rates of production for the two
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isotopes has not yet been properly done and is still

a challenging field of research.

Atomic oxygen is the predominant constituent in the
lower exosphere; very few atoms escape. The remain-
der all describe simple Keplerian trajectories in

the earth's gravitational field.

Aside from ballistic trajectories (portions of el-
lipses) and eécape orbits which are hyperbolic,

there also exists the possibility of atoms in ellip-
tic satellite orbits, placed there by a variety of
nmeans. There exists some divergence of opinion about
the actual number of, e.g. hydrogen atoms in bound
orbits at a distance of several earth radii. This

is an important point since the bound orbits, if they
are present, would increase the density of hydrogen
considerably. 1In various observations on the scatter-
ing of Lyman alpha radiation the question of hydrogen
densities at large distances enters in an important
way. It also enters importantly in determining the
lifetime of the magnetic storm ring current (See be-
low).

For neutral atoms in the exosphere one cannot really
define a temperature since the Maxwellian distribution
is modified and chopped up; however, in practice this
raises no problem since the density is the important
parameter. BAn "effective" temperature however is deter-
mined by the temperature of the thermosphere. The latter
is known to vary and as a conseguence the densities,
compositional ratios, etec. in the exosphere will also
vary, but this subject has not been fully developed
either theoretically or experimentally.
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Magnetospheric Plasma

Quite a separate topic is the status of the ionized

gas in the region of the exosphere; i.e., the magnetos-

pheric plasma, properly speaking. Because of its
very large collision cross section, essentially the
Coulomb cross section, ions do not form an exosphere
until their density drops below something like .200
per cm3. The problems of an iono-exosphere have only
been treated theoretically, but show that the ions
cannot escape because of the earth's magnetic field.
Instead, there exists two types of orbits, those

that go over the top through the equatorial plane

and those that are brought back by the gravitational
field before they reach the equatorial plane. In

the polar regions the problem of escape is less well-
defined; it may be possible for ions to move out
along lines of force into interplanetary space, but
the topology of these lines is not well enough known.
(Conversely, interplanetary plasma can move along
these lines, of course, down into the earth's ther-
mosphere.)

Throughout most of the magnetosphere the ions are

in thermal equilibrium because of frequent collisions
and form essentially a barosphere that obeys the
hydrostatis equation (unlike the neutral atoms).

With frequent collisions an ion can drift across
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lines of force and is no longer bound to a particular
line, Therefore, the influence of the magnetic field
is not important. On the other hand, it has been
shown that the differential diffusion resulting from
the very light mass of the negative electrons produces
an electrostatic field, radially oriented, which acts

to reduce the gravitational force on the ions and

therefore "pulls them up." As a result, the concen-
tration of the light ions, such as Het and H*, will
increase with altitude in the presence of the predomi-
nant ion, 0+. This process stops when the ot density
has fallen to a sufficiently low value where Het be-
comes predominant, and it will then fall off accord-

ing to a quasi-barometric law, the exact nature of

which has not yet been delineated, either theoreti-
cally or experimentally. The interesting possibility
has been raised of the existence of doubly and even
triply~ionized ions, such as Hett and ott ana ot*t.
These highly charged ions will be "pulled up" by the
electrostatic field so that recombination, and, there-
fore, their rate of disappearance, becomes quite small,
thus increasing their equilibrium concentration. Their
existence has not yet been demonstrated experimentally.
The temperature of the thermosphere is determined mainly
by the absorption of solar ultraviolet. This is shown
quite clearly by the large diurnal variation in tem-
perature. While other heating sources may occasion-

ally be important, such as hydromagnetic waves,




58

and corpuscular radiation in the auroral zone, it

seems clear that the absorption of solar ultraviolet
is of overriding importance. The absorption of a UV
photon creates a photo-electron having considerable
energy. Many of these move in an upward direction
and because of their high velocity (and small Coulomb
cross section), they are effectively trapped by the
magnetic field and follow the line of force to the
other hemisphere. As a result, there must exist a
corona of hot electrons in the earth's magnetosphere.
These electrons may provide the seeds for the high
energy trapped electrons, essentially by allowing
themselves to be accelerated by various types of
hydromagnetic waves in the magnetosphere. Then again,
the hot electrons are important also since they deter-
mine the electric charge of bodies moving in the mag-
netosphere.

Various authors have pointed to the possibility of
convection in the magnetosphere. Some picture it in
terms of instabilities, but there is no agreement on
this point. Others have discussed an ordered convec-
tion based on external electric fields due to the in-
teraction of the earth's magnetic field with the
solar wind. One model of magnetic storms is based

on such a convection theory.

Interplanetary Dust Particles

The earth's gravitational field causes the deflection
of orbits of small interplanetary dust particles, some
of which are even accreted by the earth. A number of
theoretical investigations have been made which, sur-
prisingly, lead to different results. The writer be-
lieves that the gravitational field will increase the
dust concentration by a small factor, causing a maxi-

mum at an altitude of about 2,000 km above sea level.




On the other hand, the measured quantity, the flux,
of dust particles will show a very pronounced in-~
crease, something like two or three orders of magni-
tude, with a peak at 2,000 km, and thus form a dust
shell. The experimental results so far seem to bear
out this point of view. A further theoretical pre-
diction is a morning to evening asymmetry of the flux
of very small dust particles in the vicinity of the
earth. This would be produced through the effects

of solar radiation pressure. The question of whether
dust particles exist in satellite orbits about the
earth has been raised but has not been settled either
theoretically or experimentally.

Geomagnetic Field

The earth's magnetic field is guite complicated at
sea level since the local anomalies are still quite
pronounced. At larger distances from the earth, the
approximation of an eccentrically placed dipole is
adequate for many purposes. However, for refined
calculations, for example, on the lifetime of radia-
tion belt particles, it is often necessary to use
the actual field. Tables have been prepared giving
the positions of field lines and evaluating the mag-
nitude of the field along the field line, giving

the longitudinal invariants and other information
necessary for the purpose.

Trapped Radiation

High-energy particles trapped in the earth's magnetic

field constitute one of the interesting phenomena in
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the magnetosphere. For purposes of discussion, we
will take them in four groups.

1. Protons between 10 to 700 Mev. These protons
are located mainly in the lower part of the magnetos-
phere along lines of force which extend up to a lati-
tude of about 50°. The most successful explanation
of their origin is in terms of the decay protons from
albedo neutrons produced by cosmic rays which enter
the earth's atmosphere. This neutron albedo theory
seems to account quite well for the spatial distribu-
tion of protons, for the observed energy spectrum,
and even for some of the observed time variations.
The latter seem to be due to the time variations in
the influx of cosmic rays, particularly the large
bursts associated with solar flares. These enter in
the polar regions, produce neutron albedo by disin-
tegration of atmospheric nuclei; the neutron albedo,
in turn, enhances the trapped proton intensities.

The neutron albedo theory predicts very well the al-
titude dependence of trapped protons and shows that
it is roughly inversely proportional to the atmos-
pheric density up to altitudes of a few thousand
kilometers. 1In fact, it has become possible to use
the measurements on trapped protons to deduce atmos-
pheric scale heights and densities. The neutron
albedo theory predicts rather long lifetimes for high
energy protons, of the order of several hundred years,
at altitudes of 2,000 - 3,000 km. At much higher
altitudes, the trapping properties of the magnetic
field apparently are weakened and the lifetime of

the high energy protons is considerably reduced,




leading to a reduced intensity. As a result, the
trapped protons show a maximum at an altitude of about
one-half earth radius.

2. Protons with energy below 10 Mev originate
at least partly from the decay of albedo neutrons,
but there may also be another source, mainly, low
energy protons from interplanetary space which, in
turn, may become accelerated in the earth's magnetic
field. Not too much is known yet about the detailed
distribution of very low energy protons in the mag-
netosphere, with energies below 100 Kev.

3. High energy electrons, i.e., those having
an energy greater than 300 Kev, are only partly ac-
counted for by cosmic ray albedo neutrons, which
produce electrons in beta decay. Since the flux of
lower energy electrons is so great, it suggests that
another source is present, possibly the acceleration
of the high energy tail of magnetospheric plasma.
Large time variations in intensity are observed, cor-
related with magnetic storms, and suggesting a rela-
tionship which, however, has not been unraveled. It
is clear that complicated acceleration processes are
present, and it is most likely that the ultimate en-
ergy for these comes from the Sun, probably in the
form of shock waves transmitted through the inter-
planetary plasma into the earth's magnetosphere.

4. The low energy electrons are largely respon-
sible for the observed aurora. The energy flux into
the auroral zones is much too large to be accounted
for in terms of a cosmic ray origin for the electrons.
This further supports the idea for another mechanism
which furnishes trapped electrons.
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Magnetic Storms

Magnetic storms are a complex phenomenon whose cause

is believed to lie in the magnetosphere. It sometimes
starts with a "sudden commencement," which may in some
cases even be preceded by a "reverse sudden commence-
ment." There are two schools of thought as to the lo-
cation of the currents causing this magnetic disturbance,
and it would be important to know whether the currents
are indeed located in the ionosphere as some workers be-
lieve. The "main phase" of the magnetic storm which
follows the sudden commencement and lasts for a day or
so is now generally believed to be due to a ring cur-
rent made up of trapped particles. The nature of the
particles is not certain. They could either be low
energy protons which are then removed by charge ex-
change with neutral hydrogen; on the other hand, they
could also be low energy electrons, which are removed
by scattering. Various experimental tests have been
proposed to distinguish between these two possibilities,
but they have not as yet been carried out.

Finally, we come to discuss the outer limits of the
earth's magnetosphere. Its limits have been determined
both by magnetic measurements and plasma measurements,
as well as by measurements of the trapped particles.
They suggest a teardrop shape with a flattening in the
direction of the Sun due to the pressure of the solar
wind. It is believed that a fixed shock wave, a bow
wave, exists at some distance in front of the boundary
and that between the stationary shock front (which

must be collision-less) and the actual cavity boundary,




the solar plasma, flowing through the shock front,
may thermalize and then flow along with the boun-~
dary of the geomagnetic cavity. The estimates from,
roughly, seven satellite and space-probe flights so
far would indicate that the cavity on the sunlit
side extends to about 10 earth radii and that the
shock front is located at about 15 earth radii. It
is clear, however, that a proper exploration of this
difficult boundary region can be obtained only by
repeated meausrements. Time variations certainly do
exist and should be related to magnetic storm effects
observed within the magnetosphere and on the earth.
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Structure of the Ionosphere
(Abstract)

by R. E. Bourdeau

Results of rocket and satellite experiments designed
to study the characteristics of charged particles in the
ionosphere were discussed and compared with ground-based
ionospheric observations. Models were presented of the
ionosphere to altitudes of 2,000 km which includes the D,
E, and F regions as well as the heliosphere and the base

of the protonosphere.

SPECIALIZED TOPICS II

Coherence Properties of Light
(Abstract)
by E. Wolf

In the first part of this lecture, an introductory
account was given of the basic concepts relating to the
description and to the analysis of optical coherence ef-
fects.

In the second part, a review was given of some of
the more recent developments in this area of physics.

It dealt mainly with higher order coherence effects, in-
tensity interferometry, photon coincidence experiments,
transient interference from independent sources, statis-
tical properties of laser light and quantum theory of

coherence.
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/t‘,‘ Quantum Electronics and Communication

by
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( dar .. )

With the rise of quantum electronics in the last ten years or so,
and in particular with the creation of ultra low-noise amplifiers
(masers, parametric amplifiers), in the microwave frequency range,
and of coherent oscillators and amplifiers in the pear infra-red and
optical regions of the spectrum, it has become important to extend the
basic principles of communication theory to imclude the no-longer-
negligible effects of quentization. Quantization of the radiation
field provides fundemental limits on the rate at which information
can be transferred from a sender to a receiver with & given amouat
of power, and woreover provides limitations on the range of freguencies
which are useful for communications,

Let us examine these fundamental Xmitations. To do this, lct us
assume that there are no "practical” limitations on what we can do:
that we have "ideal" transmitting and receiving equipment at all fre-
quencies. In this context the concept of entropy is very important.
C. E. Sacanon, N. Weiner, and others recognized, sbout 1948, the close

connection between information and entropy. Entropy is a measure of
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the rendomness of the disposition of the parts that mske up a physical
system., Information (or more precisely, information capacity), is the
seme measure of an spparent randomness which is, however, controlled by
a transmitter, and interpretable by a receiver., The greatest information
which can be incorporated in a physicel system is in fact its total en-
tropy less that part of the entropy which is either uncontrollable or
uninterpretable. The uncontrollable randomness of the physical system
is what is usually thought of as noise. In addition, however, quantum-
mechanical limitations on measuring processes by receivers introduce
further restrictions on information which can be important but are often
not easy to assess,

Let us now epply these ideas to a basic communication system which
consists of a transmitter, a transmission medium, and a receiver. For
simplicity, we will assume that & single transverse mode of the radiation
field is utilized. That is, the field distribution and polerizition over
any plane perpendicular to the direction of propagation is to be considered
invariant., Then to describe the received field we need only examine its
temporal variation. The field which is received in some resdsonably long
time T mey be analyzed into the complete set of Fourier components which

are pericdic in T; l.e., for which

n teing an integer. Hence the totel field strength may be written

- -12my t
E(t) = Re z 8, e = 2 [anlcos(2ﬂunt +@,)
n=1l n=]1




where Re irdicates that the rezl part of the expression is to be teken.
The values of the complex numbers a, thus determine the field completely.

In 8 smell frequency range 6&v , then are clearly
6n = THv

Fourier components, or "modes.”

Suppose now that the received field hes an average spsciral power
density, Su near frequency v, so thzt the average received power in
the small frequency band v is

Svév

The average energy per mode is then simply S_‘_’ . Cuartum mechanically,
the entropy of the field in tae range bv is meximum when the phases <{Jn are
completely rendonm end when the probability of finding & cervain amount
of energy in z mcde is an exponentially decreasing function of that
energy. In sddition, the mode erergy must be quentized in units of hvw ,

where h is Planck's constant. The mathematical expression o this is

-0
.
prob(n) = 1__ <l+5)
1+m n
where & iz the average of =n and hence is egual to Sv v . The

mathemzctical expression for the quantum mechanical entropy per mode is:

@

H - nZO prob(n) log [prob(n)]

]

log (1 + 1) + n log (1+%)

S S
v v hw)
g (1+ )+ g 108 (0o g?
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A useful quentity is the entropy rate 68 for the frequency range év ,

which is

S S bv
_ Hén _ _ ( v> v ( hu)
6R = = Hov = 6v log| l+ﬁ + Y log 1+——su

This expression is an upper 1limit to the rate at which information can
be transmitted in the frequency range 6v when the average received power
is Svév . The actual information is reduced from this limit by noise

in the channel and by receiver limitetions. When one adds to the trans-
mitted field a Gaussian noise field with an everege spectral power
density Nv , one finds, for the total entropy less the noise entropy
the expression

S
v
S8R = 8v log (} + ﬁ;?‘ﬂ; )

This expres.ion then forms an upper lizmit to the information rate of
communicatzon channels when additive Gamussian noise is present. Note

that the first term of this expression is dominant when either
N >>hy or S,>>hv+ N ; i.c. vhen S + N >>hv .
v v v v v

It is interesting to compare this upper limit with what cen be done

with various possible receivers.




If the.first element of the receiver is an ideal high gain linear
amplifier (examples are masers (or lasers), parametric amplifiers) or
an ideal high gain linear converter (hetercdyne), there appears in the
receiver a certain amount of noise, as a result of spontaneocus emission
in the amplifier or shot noise in the converter. For an input signal

Sv and noise Nv > the output signal to noise ratio is

Sy

N + hv
v
which implies, by the classical inforzacion theory, an information capa-

city bcamp of

S
)
5C = bvlog<l+m>

As must be

écamp < 6R

However, when Su + Nv >> hv ; that is, when the average energy per mode
is much grezter than ‘one photon, comaunication systems involving good
linear amplifiers or converters have capacities which approach closely
to the theoretical limit.

Of vossible importance to long'distance space communications is the
situatioz which occurs when Sv + Nv is of order hv or less. t us look
et the sizdle case Nv << Su << hv . Here we would expect thet the linear

amplifier is not very efficient, since

s
5C = §p 1 (1 + hv>
amp og v/
vav
= “hv

log e

69




70

while

Svév[ hv ']
6R = v loge+log<1+-s;>

which can be considerably larger. In this case we have only a few photons
at the receiver to go around among many modes; an information capacity
approaching the entropy rate can be achieved by concentrating the trans-
mitted energy into a few frequencies, chosen according to the message,

and then, at the receiver, detecting which frequencies had been sent

by means of a system of passive filters and energy detectors (i.e.,

quantum counters). The information rete for such a system approaches

Sub v -
6ccounter - hy log <S_z;>

for very small values of Sv/hu .

The choice of which frequency band to use for best communication
depends of course on the available transmitter power, the efficiency
of producing this power and on the geometry of the system. L&t us here
restrict the discussion to the case Sv + Nv >> hv , so that the entropy

rate and the information capacity assume the simpler fcrms

S
v
> = —
oR ~6camP 6v log G‘ * Nv+ hv)

If 'Nv iz teken as black body radiation with an effective terperature T,
then we have

Nv=

hv
() -2
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The total effective receiver noise is for this case

N, +h = :L_-—in-h—_"Tj
X

This 1s a monatomically increasing function of frequency, starting at
kT for the renge v << kT/h , and becoming proportionzl to frequency
for v > k’l'/h . Thus if s" were independent of frequency we would
automatically want to use the lowest frequency vhich was compatible
with the bandwidth requirements of the system. However, if communi-
cation tekes in space, let us say, between two distant antennaze, then
under the assumption of constant sized transmitting and receiving an-
tennae, and an availeble transmitter power independent of freguzncy,
the received power would be proportional to the square of the freguency
and the signal to noise ratio at the receiver would be a mozatomically
increasing function of frequency. We would then want to go o the
highest possible frequency consistent with such things as our =bility
to point the sending antenna toward the receiver. All things being
considered, it is most likely that optical frequencies are too high,
while microwave frequencies are too low to be "best." It is a2 curious
fact that on fundeamental grounds one derives, as a most desirable region
for communication, Just that frequency range ; i.e., the fzr and middle

infra-red, where no good transmitters and receivers presently exist.
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! Lasers: Principles, Processes and Potentialities
(Abstract)

by C. Alley ;m

The recent achievement of controlled amplification by stimu-
lated emission in the range of optical frequencies was placed in
the context of the development of our insights into the matter of
electromagnetic radiation and its interaction with matter and re~
lation to other developments in resonance physics and quantum
electronics by a brief historical review. A short summary of some
of our present concepts of this interaction of material interims
of the quantum theory of the electromagnetic field, including the
division and the uses of creation and annihilation operators for
photons, was presented.

The various methods used so far to achieve amplifying condi-
tions was discussed and the optical resonance configuration used
to provide mode selection and feed back for substained oscillation
was described. Some of the significance through numerical para-
meter characterizing the performance of different types of lasers
was also presented.

A number of actual and potential applications of the lasers
was mentioned along with a few of the problems associated with
communications of long distances.

A cw helium-neon laser was set up to demonstrate some of the
properties of its radiation, including a simple homodyne modula-
tion and demodulation experiment.
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2 SPECIALIZED TOPICS III ,

Decision Proces;és in Communication Theor
T b 96
by David Middleton I , -
y David Mi o 1&;:22- . j) ‘] iy ‘:7‘2_

Communication theory, from the modern viewpoint, is a discipline,
and an art, based on statistical concepts, The principal aims of such
a theory are (1) to determine optimum systems; (2) their expected per-
formance, and (3) to compare their structure and performance with sub-
optimum systems for the same purpose. Probability methods and statistical
techniques provide the principal analytic tools for accomplishing these
aims. A particularly powerful approach is based on the methods of statis-
tical decision theoryl, which relates the values, or costs of decisions,
to the decision themselves and the probabilities of their occurrence in
the face of uncertainty. The following, thus, is a brief outline of the
major elements of the present discussion,

Communication is a statistical process. We illustrate this with
the basic single-link communication link shown in the figure below,

which schematically relates a set of input messages

transmitter medium receliver

input: {u]o—)—* IT(NW —)L(Q—»- ';M(N) >yt 'I_TR(N> {v} : output,

encoding channel decoding

(or decisions), {u]]to a corresponding set of output messages (or decisions),

{¥}. Thus we have

W) = 1 p W g My

where ET(N), EM(N), ER(N) are the operation, or transformations, respect-
ively, introduced by the transmission process, the mediums, and the receiver,
The superscript (N) denotes the insertion of noise in some fashion into the

communication link at that particular stage. In practice, we have some
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powers to adjust ET(N), _’]_IR(N), but little or none to modify &(N), which
puts a fundament limit on the accuracy of the communication process,
since IM(N) and _@R(N) always inject noise into the system.

The expected, or average performance of the reception process, ER(N),

(which we shall consider primarily in what follows) is measured by the

average risk.

R(6,8) = [ 48 o) J F (|8 ] cs,y) @l dx,
Q r A -

where

il

set of possible decisions;

L-C oy B

Vo= (V- V)

received data vector ; Vi = V(ti)’ i=1,...,n,

on an interval {0,T);

o
5(y |V) = probability, or probability denmsity, of the decisions _J ,
given the data V; this is the decision rule.
C(8,%) = a cost function, relating the signal S to the decision J ;
5 = (Sn...sn), signal vector; S, = S(ti)’ etc.
o(8) + a priori d.d. of §
Fn(!|§) = the conditional d.d. of V, given S.

We distinguish two principal classes of decisions, j :
(a) signal detection: here 3 = ?1: "'yves" - a signal is present,
or 7= 10: "no - only noise occurs, and ¥ = ( 70’ 11).

(b) signal extraction: this is a measurement process, where "how

much™ is asked: we wish the magnitude of §, or its waveform, etc.

Detection is recognized as the communication equivalent of hypothesis
testing in statistical theory, while extraction is the counterpart of sta-

tistical estimation.

System structure is embodied in the decision rule 5. For optimum

systems we seek a & — &% which minimizes the average risk R(c,8), e.s.
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m}n R = R*, A variety of maxima are possible. In detection, & is a probabi-

lity, and C(S, b ) can be represented as a . matrix of preassigned (con-
stant) costs. For extraction, on the other hand, d is a probability demnsity,
and the cost function becomes more suitable function of the decision ® and
the quantity being "extracted", or estimated.

These above notions can be thus illustrated by simple examples involving
detection and extraction; as they occur in radar and communication situations,
(Details of the models and the techniques are given in Chapters 19, 20, 21 of
Ref, 1. Some generalizations of these ideas are discusseé in Chapter 23, Ref,

The treatment here concludes with a review of some of the advantages and
difficulties of this general approach. The role of a priori information is
examined, along with various ways of handling its presence and absence; the
choice of cost functions is considered and the choice of the criteria of
optimality, It is emphasized that these involve subjective notions by which
it is thus possible to relate the "value" of a process and its outcome to the
interactions of the physical world in which the process occurs, The decision
process here is specifically incorporated into the data handling operations
and, in fact, noticeably affects these operations. As indicated above, the
decision theory approach is useful in radar, communications, underwater
sound, etc. Important areas of future application are:i)adaptive systemsjii)

pattern recognition; iii) multiple decision and sequential operation, etc.
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Optimum Modulation Methods for Data Encoding
(Abstract)

by R. W. Rochelle

A number of encoding techniques are available
which allow the improvement of signal-to-noise ratio
by an increase in the channel bandwidth. One of
these, pulse-frequency modulation (PFM), has found
use as an information encoding technique in satellites
and space probes which are limited in both power and
weight.

Examples were given of the design of a typical
PFM telemetry system as a function of the format, in-
formation rate, accuracy, precision, and state-of-the-
art components. Results from previous satellite
flights were shown to illustrate the noise immunity
performance that can be obtained.

Dr. Robert W. Rochelle is head of the Flight
Data Systems Branch, Spacecraft Technology Division,
the Goddard Space Flight Center, Greenbelt, Maryland.
He holds a M. E. degree from the Yale University, New
Haven, Connecticut and received the Ph. D. degree at
the University of Maryland, College Park, Maryland in
June 1963.
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SPECTALIZED TOPICS IV ,
Millimeter Waves
L L 75 12
Introduction

The transition from microwaves to millimeter waves has been
pedestrian - both slow and unimaginative when compared to the more
spectacular progress in the optical region. In effect, the old infrared
gap between radio and light has been bridged, and the millimeter region
is now left behind, However, there remains much that is of interest in
this spectral region for both the scientist and the engineer,

From a scientific point of view, there are several clear cut areas
of interest. Most obvious, perhaps, is the fact that a vast number of
spectral lines lie in the millimeter bands. Active and passive mapping
of celestial bodies is another area of millimeter wave applications.

High resolution coupled with different emission and reflection properties
set millimeter mapping apart from both optical and microwave techniques,
High energy plasma diagnostics, the observation of the sun and radio
stars, and the analysis in depth of planetary atmospheres, are other
scientific uses of millimeter waves.

From an engineering point of view, the usefulness of millimeter
waves for communications and tracking depends on three distinct factors -
1) dimensions of the wavelength, 2) quantum noise, 3) atmospheric
propagation. From the point of view of dimensions, it might appear that
optical wavelengths are best for long range communication and tracking.
This is not necessarily the case since the very small beam angles re-
quired for optical wavelengths introduce severe acquisition and tracking
problems,

A more fundamental limitation in the optical region is quantum

noise. The total noise power per unit frequency is




79

+ hf

hf

Wi = Ry -1

In the microwave and millimeter region, it is generally true
that

KT <<hf

Then W({{f} = kKT"
In contrast, in the optical region, the noise is proportional to the fre-
quency, W({f) = hf Depending on the temperature, the transition to
frequency dependent noise occurs in the millimeter band,

A convenient formulation is

hf _ 1 £(Gc)
kT ~ 20 T(°K)

Atmospheric propagation factors are summarized in Figures
1 and 2, Important features are the well-defined water-vapor and
oxygen lines, their sharpening with altitude, the effect of humidity,
and the relatively low vertical attenuation in the windows, At 4 km,
the lower curve in Figure 1, the windows are significantly larger.
Data above 150 Gc is very uncertain,

The state of the art in millimeter technology may be divided
into generator, detector, and waveguide technology; these are now
considered in turn.
Generators

There are three general classes of millimeter wave generators -
1) conventional electron tubes, such as klystrons, magnetrons, and

backward wave oscillators

2) harmonic generators and related devices
3) megavolt electron beam schemes
Of these, conventional tubes are far and away the most important from

a practical point of view,
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The most successful modification of resonant designs has been
the O-type carcinotron or backward wave oscillator. A major advantage
of this type of tube is the separation of the three major parts - gun, inter-
action structure, and collector. The O-type carcinotron is a linear beam
device, which might be considered as the outgrowth of stacking a number
of coupled klystron cavities along a single electron beam,

A summary of the presently available electron tube generators is
shown in Figure 3. This represents the best available output. However
the relatively short life, high cost, and elaborate power supply restrict
many of the best tubes to laboratory use. On the basis of past performance,
it is reasonable to expect great improvement in these subsidiary factors.
In terms of ultimate limits of the present designs, perhaps 600-800 Gc is
a safe estimate for useful outputs.

The characteristics of the generators described improve rapidly
at frequencies in the lower portion of the millimeter region. The expedient
of using a convenient and relatively powerful source at lower frequency
followed by a harmonic generator is therefore attractive. The use of
frequency multipliers at lower frequencies has been highly successful,
Here the term multiplier is used advisedly; only power at the desired
harmonic is generated, the power in other harmonics being reflected by
reactive terminations or idlers. The varactor or variable reactance
element itself also does not absorb appreciable power.

As might be expected, such favorable characteristics have not
been achieved at millimeter wavelengths., This is partly because of
higher circuit losses, but the major cause is the poorer figure of merit
of the varactor itself, This figure of merit is the cut-off frequency.

fc =1/2 CmRS

The highest value of fc so far reported is 800 G¢; commercially

available units are generally below 150 Gc in cut-off frequency, Con-




sequently varactors, which are PN junction devices, have not yet been
used extensively on the millimeter region,

The basic problem lies in making a sufficiently small, stable PN
junction. For this, finely pointed wires are welded or cemented to the
active material, usually Gallium Arsenide - N-type. As the wavelength
approaches 1| mm or less, the resistive terms in the equivalent circuit
become dominant, and the junction behaves more like a variable resistance.

The upper limit of efficiency for resistance variation has been derived by

Page.
P
n -2
— =n
P
Efficient coupling to the junction at both input and output frequencies
is the most important property of a harmonic generator. More flexibility

in coupling, and the best performance have been achieved with crossed
guide arrangements., In general the second harmonic is 15-20 db below
the fundamental. Higher harmonics are down in decreasing amounts;
the difference between say 5th and 6th being only 3-4 db.

Related to the diode harmonic generator is the tunnel diode oscil-
lator. Burrus has obtained measurable outputs to 3 mm wavelengths from
tunnel diode oscillators. Here the limitation again appears to be junction
size. Therefore, there is little hope for appreciable power output from
these devices. However, low power suitable for local oscillator use may
be attainable.

Other quantum mechanical methods for obtaining millimeter wave
energy are being explored. The most obvious, the three level maser,
is hampered by the need for pumping at a higher frequency.

Another mechanismn related to masers is the use of a two level
quanturmn system. Pumping at a submultiple of the transition frequency
will produce output near the transition frequency, provided sufficient

pump power is applied to make the off-diagonal or perturbations terms
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in the Hamiltonian significant. This mechanism is appropriately called
harmonic generation by non-linear quantum susceptibility,

Non-linear effects also exist in ferrites, and have been used to
generate harmonics in the millimeter band, A major advantage of fer-
fite harmonic generators is their ability to handle high peak power input.
Outputs up to 50 watts peak at 2 mm have been obtained by ferrite multipliers,

The non-linear elements considered so far are in the low and medium
power range. In the high power range, megavolt electron beams represent
a highly non-linear element for producing harmonics in the millimeter
region. In principle, very tightly bunched beams can be obtained at relati-
vistic velocities, Such beams can then be used to excite high harmonics
in cavities, by Doppler effect, or by Cerenkov effect,

In summary, harmonic generators using diodes are a prime source
for low-level signals., Useful power for some laboratory measurements
and for local oscillators are available at wavelengths down about .5 mm.
Ferrite harmonic generators have given high peak power outputs where
adequate fundamental power was available, Quantum mechanical oscil-
lators and relativistic electronics are of little practical use at present.

In terms of the past rate of progress, the last classification seems parti-
cularly unpromising.,
Detectors

It is again convenient to distinguish three classes of millimeter
devices useful for detection, As in the case of generators, relatively
conventional microwave techniques have given some of the best results
for detectors in the millimeter region, Several specific advances have
resulted in order-of-magnitude improvements in sensitivity and maximum
frequency for superheterodyne receivers in the millimeter region.

1) New semiconductors for point-contact mixers

2) Harmonic mixing

3) Low noise, broadband i.f. amplifiers
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The characteristics of the three types of diodes are shown in
Figure 4. The points to note are the curvature at the origin, which is
greatest for the backward diode, and the negative resistance region of
the tunnel diode.

The negative resistance region of the tunnel diode is, of course,
the most spectacular new property. At lower frequencies it permits mix-
ing with conversion gain. In the millimeter region, operation in the nega-
tive resistance region has not been achieved so far. The highest frequency
at which amplification has been observed with tunnel diodes is 85.5 Ge.
Stable mixer operation in the negative resistance region is considerably
more difficult because of the multiple terminals involved. However, the
possibility of at least reducing the conversion loss with tunnel diode mixers
is one of the favorable prospects.

The backward diode is a limiting low-current version of the tunnel
diode, in which the negative slope has disappeared. In return, the sharp
curvature at the origin and low impedance level have given excellent
sensitivity and superior noise characteristics.

The optimum local oscillator power for all these small junction
area devices is low - of the order of 1 mw or less, and is lowest for tunnel
and backward diodes. This has permitted the use of harmonic mixing, in
which the local oscillator signal is injected at a submultiple of the desired
frequency, and harmonics are generated within the mixer. Performance
comparable to that of direct mixers is obtained.

In heterodyne detection, local oscillator noise can significantly
raise the noise figure. In microwave receivers, local oscillator noise
is generally cancelled in a balanced mixer. At millimeter wavelengths,
it is difficult enough to realize an efficient crystal and waveguide configura-
tion, without the added requirement of producing a dual balanced device.

Fortunately, another expedient remains which has proven very effective.
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The noise spectrurn of local oscillators is centered about the oscillation
frequency, and may extend over many megacycles, However, at 100 or
more megacycles from the oscillator frequency, the residual noise is
negligible. The use of a microwave intermediate frequency is therefore
desirable in millimeter receivers. The availability of suitable low noise
broadband amplifiers in the UHF and microwave region has contributed
a great deal to millimeter receiver design.

Alternative to heterodyne receivers, are direct detectors which
include crystal detectors followed by wide band video amplifiers. In
addition, various infrared detectors such as Golay cells, bolometers,
and cooled semi-conductors are available. Of these, the photoconductive
detector described by Putley, and the semi-conductor bolometer of Low,

the Putley detector has a detectivity

2
D* = Al/Z/PN =2x IO11 cm cpsl/ /watt

or a noise equivalent power

- 2
Py 1071t watts/cpsl/

It consists of relatively pure In Sb biased with about 5 k gauss magnetic
field at 770K. Very shallow impurity levels are evidently required to
produce photoconduction with photons of wavelengths up to 8 mm,

The Low bolometer uses cooled gallium doped germanium. When
operated at 2, 150K its noise equivalent power is

P =5x 10743 WattS/CpSl/Z

The acceptance band of these detectors is not accurately known,
but is presumably quite wide - of the order of 10-100 Gc or 1/3 f. This
is usually best for radiometric purposes, but not desirable for coherent
signals. A direct comparison of heterodyne or linear receivers with

square law devices is impossible in general. This is because the input




85

frequency bandwidth enters as a square root for linear receivers, and
directly in square law devices. Certainly, for narrow band applications,
the heterodyne receiver is at an advantage. For radiometric service,

the best that can be done is to widen the intermediate frequency bandwidth
as much as possible and accept both upper and lower sidebands,

Masers have just begun to appear in the millimeter region.
Traveling wave designs with appreciable bandwidth hold the greatest
promise for millimeter detectors of the future, Rutile (chromium doped
titania) has been used successfully in a traveling wave 8 mm maser pumped
at 4 mm,

Comparative sensitivity calculations for three types of millimeter
radiometers are given in terms of a minimum detectable temperature
difference A'Tm, and are as follows:

Harmonic mixing superhet at 2 mm

ATm = F-ro /4}3if XT
=300x300/y3x10°x1 = 1.6°

(25 db)

Rutile maser at 8 mm

AT = 1.45 x 300/ V75 x 100x1 - .05°

™ (1.6 db)
Cryogenic bolometer at 300 Ge
A =
T PN/k BY T

=107 %138 x 103 x100x107x1 = 0.7°
where
F = radiometer noise figure
T = reference temperature
Bif = L.F, bandwidth
T = output time constant

B = input bandwidth
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In summary, for narrow band service, maser and superheterodyne
receivers are most sensitive, For radiometers, the wide acceptance
bands of direct detection receivers may provide equal or better sensitivity,
especially at the shortest wavelengths.

Waveguides

To achieve low loss at millimeter wavelengths, the energy in
waveguides must be spread over a larger cross-section, Accomplishing
this without harmful effects from unwanted modes is difficult. The prin-
cipal methods for doing so are:

1) overmoded hollow metal guide

2) trough guide

3) surface waveguides

4) beam guides

The attenuation properties of these guides are displayed in Figure
5, The lower loss guides generally require a larger cross-section. The
lowest losses occur for very loosely bound waves, either interior, TEOIO’

or surface, HE In both cases, bends are difficult to achieve; conver-

11"
sion to unwanted modes occurs in the hollow tube, and radiation takes
place from the surface waveguide, Close tolerances to preserve uniformity
of cross-section are also required to prevent these effects on straight runs,
Conversion to unwanted modes is more serious than radiation loss,
in the sense that it may introduce reflections and delay distortion. On the
other hand, the highly dispersive nature of the dielectric rod HE11 wave
is also objectionable. Instead of using a single mode, which is maintained
either as a dominant mode, or by mode suppression, it is also possible
to accept multimode operation under certain conditions.
In conclusion, it appears that the present state of generators,

detectors, and waveguides leaves much for future development. The

prospects for improved detectors and waveguides are good. On the other




hand, useful coherent sources over the .1 - 1.0 mm band are relatively
remote. The existence of clearcut and urgent applications in various
frequency regions would no doubt give impetus to the development of

suitable generators.
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t$35?53 % (CMA Diagram) ?3_/0/ ﬁ?b

by William M. Hooke T’)’l i, f’

(A=)
One of the major problems in the study of plasma

waves has been the profusion of names given to relatively

few modes, This ambiguity has led to considerable con-

fusion even among workers in the field of plasma waves.
The CMA (Clemmow-Mullaly-Allis) diagraml’2’3"1s

used to classify and describe the various types of

waves, The theoretical model on which the diagram is

based is very simple: no collisions, low temperature,

no boundaries. There are, however, no limits on the

or the density, N A plane monochromatic wave of wave

!
i wave frequency, ¥, the unperturbed magnetic field, Bo’
| e
-

! number k is assumed to propagate at an arbitrary angle,
‘ >
| 69 , with respect to Bo'

The dispersion relation for this model was first

S
obtained by 3str3h:

. -P(n®-R) (n3-L)
tan%a (se2L) (EQ—P) (1)

where for a plasma containing electrons of charge e and

ions of charge Ze P =/-o¢ o
| oz ue2 + 11’12 - 2 _ L4uNe®
-~ . e =
2z Me
2
L S uﬂNjZi292
My
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=24 Z B
R=Z1 - , - e o0
(1 + 3%1)(1 -Ie) S Myc
w w

_jle - eBg
Mgc

L=1- as

(-0 (e

Sz 1/2 (R+ L)

2122
-

The meaning of R and L becomes clear when O is
set equal to zero. The solutions of equation 1 are then
N2 = R and N2 = L, Thus R and L are just the square
of the index of refraction for waves propagating
parallel to the magnetic field.

By inspection of the equations, we see that ne as
a function of &3 1is determined if we specify the

Sle Ti% 4+ e
quantities ———— and __L__§_____. This fact 1is the
w

basis for the CMA diagram.
J1e°
The diagr%m is a two-dimensional plot with —

1{2+1T_ w
1 being the ordinate and abscissa.

wz
Tre diagram is divided into 13 regions by seven
lines. Each of the lines represents a cut-off (k° = o)
or a resonance (k2 00 ). These lines separate regions

containing different mode types.




The approximate equations (neglecting terms of

order %..._) for these lines are:
M
1. Plasma cut-off W= T,

2. Ion cyclotron resonance @ - Sz i

Electron cyclotron resonance @ m f e
_Qi_,Qe
1T+ J0i e

T, w
1 + e

2
4. Lower hybrid resonance w

2
5. Upper hybrid resonance w? -;:Jleg + 7

e y
RS L
6. Ion cyclotron cut-off @ Ni-Ne s Cﬂe-i-lnt.hi*’4ﬂe7‘)
2
2 2\
R ﬁe + (ne + Me )
2

7. Electron cyclotron cut-offl
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In each of the 13 regions polar plots of phase
velocity may be drawn. Since the physical problem is
cylindrically symmetrical about BO, these curves are
surfaces of revolution about the axis defined by

© = o. These wave normal surfaces exhibit the
following important characteristics:

1. At each point on the diagram there are

at most two phase velocity surfaces.

2. Inside a reglon bounded by the seven

lines, the phase velocity surfaces are
bounded.

3. The phase velocity surfaces are symmetrical

about the B = /2 axis.

4. There are only three topologically

different types of surfaces.
a. Spheroid O

b. Dumbbell lemniscoild Sg
c. Wheel lemniscoid (D

5. The topology of a phase velocity surface

remains constant within a bounded region.

6. Two phase velocity surfaces constructed for

a given point in parameter space (i.e., a
particular value of :%f- and Il )

will never cross. That 1s, one volume
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is always contained within another, so
that the labels "fast" and "slow" apply
for a given mode at all angles.

Thus, wave normal plots may be drawn at one point
in parameter space, and these surfaces will qualitatively
represent the type of surface that exists throughout
that entire region of parameter space.

The upper right-hand corner of the CMA diagram
(p. 38, Ref. 3, p. 30, Ref. 4) contains two surfaces,
one "spheroid" and one "dumbbell lemniscate." When
L) L<L ﬂ; t'hese are the compressional and torsional
hydromagnetic waves respectively. Ag I-B:, decreases
co > S); and the lemniscoid represents what is some-
times called the 1on cyclotron wave. At :_R;
this mode experiences a resonance. The spheroild passes
this line unaffected, but at the lower hybrid resonance
line V phase = © at 900, and the spherold has become a
dumbbell lemniscoid. Note that this hybrid resonance
occurs only at 90? As Bo decreases further the angle
at which resonance occurs becomes less than 900. This
mode which will not propagate at angles around 90o is
the whistler mode. As w->»Jle the "resonant angle"
becomes smaller (we have now the “electron cyclotron
wave) and finally, there is a resonance at 0°, and

the mode disappears. The lower part of the CMA diagram
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(characterized by Ui ) contains the magneto-
ionic modes of Appleton and Hartree.

The left side of the CMA diagram (A<Z) rep-
resents in general the region where the plasma is
so tenuous that the displacement current term dt‘
is greater than the conduction current term‘fﬂ]’.
If this condition holds we would expect the wave
to be much like an electromagnetic wave in free
space. This is the reason that there are three
regions on thed<1l side of the diagram that are
topological spheres as would be expected for free-
space electromagnetic waves. There are two regions
on the diagram where these gqualitative statements
do not hold. These regions are near the cyclotron
frequencies. Along the electron cyclotron cutoff
line, for example, the conduction currents
perpendicular to B, are large enough to cancel
the displacement current (for the mode with the
electric field polarized in the same sense as
the electrons) and the resonance occurs.

Thus the CMA diagram is a method for classify-
ing and describing plasma waves over a broad domain
of parameter space. Though the model is very simple,
the diagram represents an excellent framework on
which to display the results of the more realistic

theories.
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Figure 1: CMA diagram for a two-component plasma.
(Reprinted with permission of author and publisher from figure 2-1,
page 30 of The Theory of Plasma Waves, T. H. Stix, McGraw-Hill

Book Company, Inc., New York, 1962). The ion-to-electron mass
is chosen to be 4. Cross sections of phase velocity surfaces are sketched
and labelled. For these sketches the direction of the magnetic field
is vertical.
The labels R and L refer to the electric field polarization
for propagation ot 8 =0°. A wave is left handed polarized, (L), if
the electric field rotates in the same sense as the gyration of positive
particles in the steady magnetic field.
The labels 0 (ordinary) and X (extraordinary) refer to the form
of the dispersion relation at 8 = /2. The ordinary wave obeys n2 =P

(independent of the magnetic field); the extraordinary wave obeys

n? =RL/S.
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Communication Systems
(Abstract)
by Albert Hedrich

The lecture dealt with computations of the performance
data of active communication-satellite systems. Several
satellite systems were considered and their performance com-
pared. The effects of important parameters on the system
characteristics were evaluated. These parameters included
antenna and receiver noise temperatures, antenna gain, band-
width, modulation techniques, satellite altitude and distri-
bution, and ground- and satellite-transmitter powers. As

examples, Relay, Telstar, and Syncom were considered.

Tracking Systems
(Abstract)
by Frederick Vonbun

An analysis was given of a new ranging system developed
by the Goddard Space Flight Center for tracking satellites
and space probes. Reasons for developing this tracking sys-
tem in addition to the Minitrack System now in existence were
presented. This Range and Range Rate Tracking System was
described and analyzed in its simplest form. The errors asso-
ciated with the tracking system were discussed in more detail.
In addition, the discussion covered the results obtained in
tracking experiments using the NASA SYNCOM Satellite which
seemed to justify the development of this new tracking system.




